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ABSTRACT
Cantilevered signal, sign, and light support stites are used nationwide on major interstates,
national highways, local highways, and at locatiiséctions for traffic control purposes.
Recently, there have been a number of failurebeaxd structures that can likely be attributed to
fatigue. In light of the fact that there is consal#de uncertainty in the calculation of vortex
shedding loads in both the American AssociatioState Highway and Transportation
(AASHTO) and the Canadian Highway Bridge Design €g0AN/CSA) code provisions, the
current equations used for vortex shedding fatdgsgn need to be reevaluated and likely re-
formulated or modified.

A luminary support structure or High Mast Lightt® HMLP) is generally susceptible to
two primary types of wind loading induced by natwvand gusts or buffeting and vortex
shedding, both of which excite the structure dymafthy and can cause fatigue damage. Vortex
shedding is a unique type of wind load that altevedy creates areas of negative pressures on
either side of a structure normal to the wind dicet This causes the structure to oscillate
transverse to the wind direction.

The primary objective of this study was to devedgprocedure for predicting wind loads
in the time domain for the fatigue design of slentepered luminary support structures. To
accomplish this, monitoring of long-term responsbavior of a HMLP subjected to wind-
induced vibration was needed. This was accompliblgddll-scale measurement of the response
of a HMLP located near Mason City next to I-35dmvh. Wind tunnel testing was also conducted
to determine the required aerodynamic parameteatsegbole cross section. Further, these
aerodynamic parameters were cast into a coupleandignmodel for predicting the response of
any HMLP in the time. Finally, the model was vat&thby comparing its results with the data
collected from field monitoring.

Fatigue life of the given HMLP was estimated witlther modeling of the wind speed
distribution and stress amplitudes predicted bytithe-domain model. The predicted fatigue life

was compared with those calculated with the fulilscata.
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1. INTRODUCTION

1.1. Problem Statement

Cantilevered signal, sign, and light support stites are used nationwide on major interstates,
national highways, local highways, and at locatiiséctions for traffic control purposes.

Recently, there have been a number of failurebedd structures that can likely be attributed to
fatigue. According to National Cooperative HighwRgsearch Program (NCHRP) Report 469 [1],
most states have experienced failure of supparttsires. Table 1-1 lists states that have reported
problems with sign, signal, or light support stures. To date, these failures have not received
significant attention in the mainstream media beeatortunately, no one has been injured or
killed.

In lowa, a high-mast light pole (HMLP), which igtcally used at major interstate
junctions, erected for service in 2001 along I-2&mSioux City collapsed in November 2003
(see Fig. 1-1). Fortunately, the light pole feltman open area parallel to the interstate and
injured no one. Following that failure, a state-ev&pecial inspection revealed cracks in more
than twenty other poles across the state. Mogtasfe were taken out of service until a retrofit
could be developed. Using the procedure contaiméigel Canadian Highway Bridge Design
Code (CAN/CSA) [2], further study revealed that ithentified cracking was likely due to wind-
induced vibrations and, given the orientation &f ¢thacking and knowledge of probable wind
directions, were most likely due to vortex sheddimduced loadings [3].

In February 2003, approximately 140 tapered alumitight poles in western lllinois
collapsed during a winter storm. At the time ofggaeation of this report, the cause of the failures
was still under investigation; preliminary resideem to indicate that the collapse mechanism
appears to have been due to traffic or wind-indudlihtions [4]. The Wisconsin Department of
Transportation has also experienced failures di-mgst luminary support structures and
cracking has been found in other support structaicesss the state [5]. The Missouri Department
of Transportation discovered and documented faslofeseveral cantilever mast arms in 1997 [6].
Investigations showed that both the Wisconsin amsdiri incidents were caused by fatigue due
to wind-induced vibrations.

Of the 233 high-mast light poles in lowa, over 1B&e known fatigue problems. This is
an alarmingly high number. These problems areylikele to a lack of understanding of the

behavior of and loadings on luminary support strred.
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Table 1-1Documented fatigue cracking of sign, signal anttlgupport structures [1]

1%

U7

e

DN

State Date Failed Component(s) Notes
AK 1994 Column base High-mast luminaries
Column base Cracked fillet V\(/je!{dffs between baseplat
AR NA. and tiffener
Truss connections Cracked tube-to-tube welds
1995 Column base Failure of VMS after 18 months ,
CA Loose/missing anchor ra
1999 Column base Failure from socket-weld cracking
co 1994 Mast arm connection Failures in 3 S|gnos|;ructures over 5 yeafs
or 1996 N.A. Crack found during inspection
Truss connection (Alumn.) Crack found during inspection
1996 NA. Excessive deflections on overhead VM
structurt
FL
1997 Mast arm connections 15-m span signal support steuctur
GA 1994 Anchor bolt Failed bridge support structure
ID N.A. Truss connections (Alumn.) Tube-to-tube welds
IL N.A. Mast arm connection N.A.
KS 19977 N.A. Failure of numerous signal structure
Column base Cracks found |r][_;|cllet welds connecting
KY NA. stiffenel
Truss connections (Alumn.) 50 cracked tube-to-tube welds
LA N.A. Anchor rods Found to be loose/missing
MD N.A. High mast luminaries Weathering steel
1990 Anchor rods Failure of 2 sign structures with truss-ty
mast arms et
Mi N.A. Mast arm connection Cracks in pipe wall at weld terminati
N.A. Truss connections Cracks in pipe wall near tube-to\ivedd
MN 1999 Handhole Crack found near handhole
MO 1996 Mast arm connection Failures of several signal support

structure

Note: N.A. — data not available
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Table 1-1.(Continued)

State Date Failed Component(s) Notes
NE N.A. Monotube signs N.A.
NV 1996 N.A. Failure of VMS structure
NH 19937 Truss connections (Alumn.) Found many cracksglimspection
1995 N.A. Excessive deflection on VMS
NJ
N.A. Column base Failures of light poles
1992 Column base Failure of VMS socket joint after only a
few week:
NM N.A. Anchor rods Found to be loose/missing
N.A. Hand hole Cracking discovered
NC N.A. Anchor rods Found to be loose/missing
ND 1998 N.A. Excessive vibration of 15-m span signgl
OR 1993 Column base Failure of 25% of_160 straight square light
poles in 6 montt
N.A. Excessive vibration of signal poles
TX N.A.
Anchor rods Found to be loose/missing
1993 Column base, Anchor rods Cantilevered variable message sipn
1996 N.A. Cantilevered variable message sign
VA
N.A. Truss connections Cracked tube-to-tube welds
N.A. Anchor rods Found to be loose
Anchor rods Found loose or missing in cantilever sign
WA NA. structure
Truss connections Cracked welds at ends of diagonals
Anchor rods Found craclged/loos_e/mlssmg during
WV NA. inspectiol
Base and mast arm connections Cracks found at toe of groovetwelg
Wi 1997 Numerous N.A.
1995 Mast arm connection Cracks in 3_0% of signal structures
WY inspecte
N.A. Anchor rods Found to be loose/missing
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Figure 1-1. A collapsed high-mast light pole alé2@ near Sioux City in 2003 [3]

In short, it appears that these structures may haga designed based on incomplete
and/or insufficient code provisions. Specific deficies may include a lack of understanding of
actual wind loads (including the dynamic effectvoitex shedding induced excitation), modes

of vibration, and others.

1.2. Background

A luminary support structure or HMLP is generallisseptible to two primary types of wind
loading induced by natural wind gusts, or buffetamgl vortex shedding, both of which excite the
structure dynamically and can cause fatigue darfidg¥ortex shedding is a unique type of

wind load that alternatively creates areas of neggiressures on either side of a structure normal
to the wind direction. This causes the structurestillate transverse to the wind direction. When
the vortex shedding frequency (i.e., the frequesfayne negative pressure on one side of the
structure) approaches the natural frequency oftitueture, there is a tendency for the vortex
shedding frequency to couple with the frequencthefstructure (also referred to as “lock-in”
phenomenon) causing greatly amplified displacemamdisstresses. Although a great deal of
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effort has been made during recent years to impttovenalytical models used for predicting
fatigue failure due to vortex shedding excitatitrese models still need further refinement
because they can fail to accurately capture theesaaof this phenomenon.

While vortex shedding occurs at specific freques@nd causes amplified vibration near
the natural frequencies of the structure, buffeting relatively “broad-band” excitation and
includes frequencies of eddies that are presdaheimatural wind (usually up to 2 Hz) as well as
those caused by wind-structure interactions. Thredhjc excitation from buffeting can be
significant if the mean wind speed is high, thaurgtfrequencies of the structure are below 1 Hz,
the wind turbulence intensity is high with a winalliulence that is highly correlated in space, the
structural shape is aerodynamically odd with atinetéy rough surface, and the mechanical
damping is low. In practice, a structure is alwaybject to both vortex shedding and buffeting
excitations. But unlike vortex shedding, where dfigal dynamic excitation occurs within a short
range of wind speeds, buffeting loads keep incngasith higher wind speeds. Thus, both
phenomena are important and must be consideretherge

The collapse or cracking occurring in supportatices throughout the U.S. shows that
there may be considerable uncertainty regardingyibe of vibration and the level of stresses that
wind is inducing in high-mast light poles. To dateacking in lowa poles has occurred only in
towers constructed since 1991 and most cracks lbeem found in galvanized towers which have
been constructed since 2000. The obvious questimind be why cracking has not occurred in
towers constructed in the 1970s and 1980s andiwlia¢ potential for more cracking of towers
erected since 1990 [8].

Invariably, the cracked HMLPs identified in loware designed to the 1994 American
Association of State Highway and Transportation $&¥ O) Specifications [9] which did not
include comprehensive provisions for designingiéigue due to vortex shedding-induced
vibrations. In fact, the 2001 AASHTO Standard Sfieaiions for Structural Supports for
Highway Signs, Luminaries, and Traffic Signals s the first edition to include provisions for
fatigue design. However, the 2001 Specificationdefgiencies that need to be modified to, at a
minimum, require that all tapered support structire checked for vortex shedding with
appropriate loadings and checked for higher vibretnodes (other than only the first mode as
currently required). Significant deficiencies aésast in understanding the specific wind loading,
general behavior of the support structures, andhtieeaction between the two.

The 2001 AASHTO Specification was developed bagethiseveral phases of NCHRP

sponsored research [1, 10, 11, and 12], duringlwailimited number of support structures were
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tested. Because of the limited scope and genestalesults, there is still uncertainty. In facerin
remain significant differences between the 2001 AAS Specifications and the CAN/CSA [2]
procedure for the fatigue design of support stmastuln light of the fact that there is considegabl
uncertainty in the calculation of vortex sheddiogds in both the AASHTO and CAN/CSA code
provisions, the current equations used for vortedding fatigue design need to be reevaluated

and likely re-formulated or modified.

1.3. Objectives

The primary objective of this study was to devedgprocedure for predicting wind loads in the
time domain for the fatigue design of slender, tagduminary support structures. To accomplish
this, monitoring of long-term response behavioa ${MLP subjected to wind-induced vibration
was needed. This was accomplished by full-scalesareanent of the response of a HMLP
located near Mason City next to I-35 in lowa. Théection and evaluation of the HMLP
performance data through monitoring (especiallgnrarea known for high-wind occurrences) is
an important, and unique, tool for understandirggkthown high-mast light pole problems and for
the advancement of the future code provisions. Rtanong-term field monitoring, the two
critical types of wind vibration (natural wind gesir buffeting and vortex shedding) were
extracted for in-depth analysis.

In order to develop the fatigue design procedarevind-induced pressures on a
structure, several wind parameters, such as tlie dtag coefficient, the slope of aerodynamic
lift coefficient, Strouhal number, the lock-in rangf wind velocities producing vibrations, and
variation of amplitude of vortex-induced vibratiatith Scruton number, are required. Based on
wind tunnel experiments and long-term monitorirggoalynamic parameters, and wind load
profile parameters were obtained for a dodecagdi2asided cross section) tapered structure.
Although several aerodynamic coefficients are knénom past wind-tunnel test results, they
needed to be refined based on further wind turesté

Fatigue life of the given HMLP was estimated witlther modeling of the wind speed
distribution and stress amplitudes predicted bytithe-domain model. The predicted fatigue life
was compared with the one estimated from full-sdaka. Based on the field monitoring results
and the mathematical modeling results, it appeath@ugh the developed procedures accurately
predict buffeting and vortex shedding loads ondderiapered support structures. Several specific

tasks associated with this study were completetkasribed in Fig. 1-2.
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1.4. Dissertation Summary

This dissertation is divided into six chaptersitArhture review related to wind induced vibration

is presented in Chapter 2. Chapter 3 presentaiiiimentation utilized to monitor the high mast

light poles in lowa and the associated data armhgsiults. Wind tunnel testing configurations

and the results are discussed in Chapter 4. Ipt€éh§, a discussion of the mathematical

modeling with specific consideration to the fielatal is given. A fatigue life estimate is presented

in Chapter 6. Chapter 7 presents several conclugimgrks and recommendations for predicting

loads on a HMLP.

I Pluck test =51 Mathematical

Wind parameters mOdeIing
Properties A A

Long-term i > I_Si':jeréiﬁri
monitoring | Modeling review
Try =~Field data 1
again
Developed
Wind |7 ™ fatigue design
tunnel test .Wmd parameters > procedure

Figure 1-2. Flow chart for research approach
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2. LITERATURE REVIEW

2.1. NCHRP Reports

Numerous studies have been completed to look atusaspects of wind induced vibration and
the modeling of support structures. As an examy&;IRP report 469 [1], which provides a
comprehensive assessment of the design provisewedaped in NCHRP Report 412 [11], shows
a tapered luminary support structure that was cagtan videotape vibrating in double curvature.
One of the conclusions from NCHRP report 469 wastthere is a need for revision of the 2001
AASHTO Specification, with respect to vortex shedpfatigue design, which should be
completed in parallel with long-term field testing.

Since the 1985 Edition of the AASHTO Specificatiwas published, significant changes
have occurred in design philosophies, materialaggiand manufacturing processes for support
structures. NCHRP Report 411 [10] provides detaitéarmation on the development of wind
loading criteria, revised allowable bending stresdeflection limitations, and others for a
proposed specification. NCHRP Report 494 [12] wapared, for consideration of AASHTO, to
address differences in the wind speed maps, therelifices in design loads resulting from wind
speed maps, and the treatment of gusts.

In NCHRP Report 412 [11], which was based on atenasthesis published at Lehigh
University [13], the authors found more than hdil§iates in the United States had experienced
problems with wind-induced vibration of cantilevémsupport structures. NCHRP Report 412
stated that tapered light poles should generallypbasusceptible to vortex shedding and the
associated vibration and fatigue. This assertios besed primarily upon the Ontario Highway
Bridge Design Code (OHBDC) [2], which states thet vortex shedding should only take place
on a tapered light pole over a range of diametera £10% to +10% of the critical diameter as
determined by the Strouhal relation. Researcherm funiversity of Western Ontario believe that

the £10% rule is not valid for first mode vibrat®n

2.2. State Transportation Authority Research on Suport Structures

Following the failure of a high-mast luminary suppstructure in the Wisconsin [5], the response
of support structures due to wind induced vibratioms investigated by analytical modeling. The
analytical study suggested that vortex shedding me¢ be considered for high mast luminary
support structures. Others [3], however, have pdiout the importance of vortex shedding after

a limited investigation of cracking of high-mastrnary support structures in lowa. It has also
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been acknowledged in other respects [14 to 17]tkieaie is a need for field testing to verify
vortex shedding loads and their impact on high rasinary support structures.

The Wyoming DOT [18 and 19] recently experiencedesal failures of traffic signal
structures and, as a result, inspected all poldseininventory. It was found that one-third oéth
poles had fatigue cracks and various researchqtsdj20 and 21] which were related to vibration
mitigation, field monitoring, analytical analysand experimental testing were initiated. The
lllinois DOT [22] combined pertinent wind loadingdvibration theory, fatigue damage theory,
and experimental data into a fatigue analysis niefbooverhead sign and signal structures. In
the project report, vibrations and forces inducgddrtex shedding were studied analytically and
measured experimentally.

University Transportation Center for Alabama (UT)JA3 and 24] studied the impact of
the new wind load provisions on the design of $tmad supports from the standpoint of safety
and economy. UTCA [25] also developed computer-tha®sign tools for the design of sign,
luminaries and traffic signal supports that incogbes the latest adopted design guides and
specifications. The University of Maryland [26] heimilarly developed a program, which is
called Sign Bridge Analysis and Evaluation Syst&ABRE), to shorten and simplify the
design/analysis process for sign support struct{ies Connecticut DOT [27 and 28], New York
DOT [29], and Texas DOT [30] have also revisedrtbgerall design approach for support
structures based upon the AASHTO 2001 Specification

The Missouri DOT [31] investigated and documerfteldires of several cantilever mast
arms in recent years. They found the main causthéopremature fatigue failure of the mast
arms to be poor weld quality. The Florida DOT [8@hducted lab tests to develop a damping
device to mitigate wind-induced vibrations in clewered mast arm signal structures and it was
stated that a 3 ft tapered impact damper wouldfeeteve in preventing excessive displacements
in cantilevered mast arm structures. Extensivearesg33] was performed by Texas Tech and
the Texas DOT due to the collapse of a cantileveighl pole in 1991. The project aimed to
revise the wind loads section of the Texas DOTdsehfor support structures and to develop
strategies to mitigate vibrations in single maaffic structures.

The Colorado DOT [34] recently studied the method results for the development of a
reliability-based design procedure for high-magiting structural supports. The research [35]
performed by the Colorado DOT and Colorado Stateessity resulted in the development of a

comprehensive numerical analysis procedure for timaglthe spatial correlation of wind
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turbulence and vortex shedding effects on the respoesultant loading and fatigue performance

of a slender structural system.

2.3. Wind Engineering

The general aerodynamic phenomena that shouldrisedewed are vortex shedding, buffeting,
galloping and flutter. Slender tapered supportcstmes are usually susceptible to two types of
wind loading that may induce vibrations causinggiz damage [7]. The two wind-loading types
result from vortex shedding and natural wind gostsuffeting. The purpose of this section is to

define these phenomena and to present informatoonm felated research.

2.3.1. Vortex Shedding

Vortex-induced vibrations occur when vortices dredsalternately from opposite sides of an
object [36]. This results in a fluctuating load wtiinduces vibration perpendicular to the wind
direction as depicted in Fig. 2-1. As a steady amtbrm airflow travels over the face of a body,
it reaches points of separation on each side wharesheets of tiny vortices are generated. As
the vortex sheets detach, they interact with om¢hem and roll up into discrete vortices that are
shed alternately from the sides of the object. Sihasoidal pattern that forms in the wake of the
object is known as a Von Karman street. The asymengtessure distribution by the vortices

around the cross section results in a sinusoideirfg function transverse to the object [36].

Acrosswind force ~— Vortices —__

—— — — A i — —— . — — — — — — — — — — ———_

.—-

Wind velomty U U,~085U

Note: S-point of stagnation

SP-points of separation where the vortices sepfn@tethe structure

Figure 2-1. Vortex street behind a cylinder [36]

www.manaraa.com



11

For a circular cylinder, the aerodynamic behaviahe wake, including the flow
characteristics, Strouhal number, and correlatforotex shedding along the length, are
sensitive to a large number of influences; Reynaldteber, surface roughness, and the

turbulence scale intensity [37]. The following fiiedescribe these influences.

Reynolds number

Vortex shedding from smooth, circular cylindershwsteady subsonic flow is a function of the
Reynolds number. The Reynolds number is defingdegatio of the inertial force and the
viscous force on a body and is a parameter thatad to indicate dynamic similarity. When the
ratio of these two forces is large, inertial forcestrol the fluid force balance; when the ratio is
small, the viscous forces control. To evaluatetémelency for vortex shedding on a generic

object, the Reynolds numbé&t, (Eq. 2.1) [38], is commonly used and is given by:

R, = = ) (2.2)
= the wind velocity
= the flow density

U

p

u = the coefficient of fluid viscosity

D =cross-wind dimension of the cross-section
%

= the coefficient of kinematics fluid viscosity §64 x 10" ft”/sec for air)

It is commonly agreed that when the Reynolds nurfdrea circular cylinder is between
300 and 3.5 x T0vortex shedding is periodic and strong (see Zig). In this range, the
behavior is called subcritical. The supercriticaige (Reynolds number greater than 3.5 % i$0

characterized by re-established vortex sheddinlg avturbulent boundary layer [39].

Strouhal number

Within a certain range of flow velocities, a statioy bluff body sheds alternating vortices into
the trailing wake at regular frequencies accordinthe Strouhal relation. The Strouhal number is
a dimensionless proportional constant which reldtegppredominant vortex shedding frequengy f
the free stream velocity, and the cylinder diameftbe Strouhal number (Eq. 2.2) [39] of a

stationary circular cylinder is given by:
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= (2.2)

whereg fs = vortex shedding frequency
D =cross-wind dimension of the cross-section

U =the wind velocity

\—*-\_/” Re < 5 REGIME OF UNSEPARATED FLOW
el =" 5T015 < Re < 40 AFIXED PAIR OF FUPPL

VODRTICES IN WAKE

40 = Re < 90 AND 90 =< Re < 150
TWO REGIMES IN WHICH VORTEX
STREET IS LAMINAR

150 = Re < 300 TRANSITION RANGE TD TURBU-
LENCE IN VORTEX

300 < Re = 3X10° VORTEX STREET IS FULLY
TURBULENT

%
T~Z Y

__/\w—- IX105 = Re < 35X 108
U=

LAMINAR BOUNDARY LAYER HAS UNDERGONE
TURBULENT TRANSITION AND WAKE IS
NARROWER AND DISORGANIZED

3.5 X 108 < Re

RE-ESTABLISHMENT OF TURBU-
LENT VORTEX STREET

Figure 2-2. Regimes of fluid flow across smootleaiar cylinders [39]
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Throughout the subcritical range where the vorteedsling is strongest, 300 < Re < 3.0 x
10°, the Strouhal number varies only slightly andgpraximately 0.21 as shown in Fig. 2-3. At
the upper end of the subcritical range, near thiearReynolds number of 2.0 x 3Gn abrupt
shift of the separation point and a sudden decrieabe drag coefficient occur. Beyond this
point and into the transitional range, the flowward smooth cylinders results in the irregular

formation of separation bubbles that generate atahalisorganized, high frequency wake and
Strouhal numbers as high as 0.46.

0.47 ~
VR
B S
04 y [
_ SMOOTH SURFACE |
[7]
£ \/ :
g 03 ; / |\
-
= / b
<< -
§ 02} T
g ROUGH SURFACE
01
oLt | 1 Lol Lo 1 Lol ] Lol 1 L1
a 42 103 i 105 105 107

REYNOLDS NUMBER (UD/»)

Figure 2-3. Strouhal number-Reynolds number relatig for circular cylinders [39]

Lock-in phenomenon

If the vortex shedding frequency is sufficientlyfelient, either smaller or greater, than the natura
frequency of structure, there is little interactlmetween the near-wake dynamics and structural
motion [37]. When the vortex shedding frequencyrapphes the natural frequency of the
structure, an increase in vortex strength resultseatendency develops for the vortex shedding

frequency to couple with the structure producingaglly amplified displacements and stresses. As
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shown in Fig. 2-4, the wind velocity at the begimnof this phenomenon is known as the lock-in

velocity, U ., (EQ. 2.3) [38] that expressed as given.

(2.3)

where f, = the natural frequency of the structure
D =cross-wind dimension of the cross-section

S = the Strouhal number

The effect of lock-in on the vortex shedding fregay is represented in Fig. 2-4. In the
lock-in region, the vortex shedding frequency iastant and nearly equal to the natural

frequency of structure, rather than a linear fuorctf the wind velocity as expressed in the

Strouhal relationship [39].

Frequency
A
Lock—inl
region
.| <
- g Vortex shedding
g ‘g frequency
Bl
B (=]
(-]
&

—

Fiow velocity

Figure 2-4. Evolution of vortex-shedding frequemdth wind velocity over elastic structure [39]
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Figure 2-5 depicts some illustrative experimengalits for deflection response of an
elastically supported circular cylinder before lankat lock-in, and after lock-in, respectively.
Further, the corresponding displacement spectrarevts and fare the vortex shedding and

natural structural frequencies, respectively, ascdbed in the figure.

. 0.004 T 3.0 +
25¢k " .

0.000 1.6+ ’ N
i | 1.0f fe 4

0.5 I‘ .

-0.004 L 0.0 Wifm_

2 4 ) 5 10
t f
{a)
0.08 T g 240 [ - T
y/D 1 n | LY s *°F )
‘ il 160 -
0.00 120 - )
! _ el i 80 |- 4
40 e
-0.08 L 0 . JL_
) 2 4 ) 5 10
t f
(b)
0.0D4 Y 6 T
5 L fa B
y/D H | ‘ 1) |
ik il | S ot 1
0.000 I ’ 3F ]
| 1 j 2 f‘ -
X 1 F E
-0.004 L 0 A,_,ﬁmﬁl Q\L .
0 2 4 0 5 10
t .
(c) f

Figure 2-5. Across-flow oscillations y/D of elastily supported circular cylinder:
(a) before lock-in; (b) at lock-in; (c) after look{39]
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The reduced velocity at lock-in,Ms equal to the inverse of the Strouhal numbéh wi

the natural frequency of the structurg slubstituted for the vortex shedding frequengyrdr a

circular cylinder of adequate length, lock-in bexgiwhen the ratio ot to f,, is nearly 1.0 and

ends when the ratio is approximately 1.40 [38]e Tlansverse vibration of a spring-mounted

circular cylinder is shown in Fig. 2-6.

o
oAt = 000145
®A; - goorey w - 000514
14 °
STATIONARY
CYLINDER
#|- 12 |- SHEDDING FREQUENCY
10 5
08
Y
u—>
04 AA
zh A,
02 % Mﬁm
ﬂéﬁ 4 T
- A A A AA
olaadraascne@A” | 1 18 a0, |
4 5 6 7

Figure 2-6. Vortex-induced vibration of a springgparted, damped circular cylinder [39]

2.3.2. Model for Vortex-Induced Vibration

Because vortex shedding is a more or less sinugmideess, it is reasonable to model the vortex

shedding transverse force imposed on a circulamast as harmonic in time at the shedding

frequency [39]. The time varying force, ), in Scanlan’s model [39], can be expressed as:
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F,,(t) :%EDEU 2 DAEEYl(k) -¢ 9[3;—22) g&’_ +Y, (k) % +C_ (k) in(w, 0 + qo)} (2.4)

where U =the wind velocity
A = Projected area of the structure
Y., & and Y, = aerodynamic functions of reduced frequencyt koak-in

D =cross-wind dimension of the cross-section

6L = rms of lift coefficient

o, = the natural frequency

t =time
¢ =phase angle

(') = derivative with respect to time

The displacement magnitudes at lock-in are govebwth by the structure’s inherent

damping characteristics and by the mass ratio legtwlee structure and the fluid it displaces.

These two effects are often combined in the Scratonber,S, (Eq. 2.5) [38], defined as:

(2.5)

where, m = mass per unit length
{ = critical damping ratio
p = flow density

D =cross-wind dimension of the cross-section

In previous research conducted by Griffin, Skay Ramberg [39], the Scruton number
was used in an empirical formula (Eq. 2.6) to prettie maximum displacement amplitude for a
circular cylinder. Figure 2-7 shows the maximum &tges versus Scruton number based on the
empirical formula.

Yo 129

D [1+ 043087 [5° [8,)]*

(2.6)
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where Yy, = maximum amplitude
D =cross-wind dimension of the cross-section
S =the Strouhal number

S. = the Scruton number

0.10 v T Y T Y ] Y T ¥ T
y./D ° Experiment
X e W 1.29 1
\,\ o D[] + 0.43(8x%8%s,)P ]
0.05} % 4
N\ X
o\
\\0
~a 1
. ""-.____o..g_- [ 1
0'00 A i A 1 i l-.-:-.'_-l.--:'_-‘r-’—r"-_n
1.0 1.5 2.0 2.5 3.0 3.5 4.0

Scruton number

Figure 2-7. Maximum amplitude versus Scruton nunid@f

It is also thought that the vortex shedding meidmaris not quite uniformly distributed
along the cylinder axis (i.e., the cross corretatib the exciting force decreases along the axis
[40]). In the case of a cantilevered structure,ntaimum of the exciting force is below the top
of the cantilever because disturbances of the tthireensional flow around the top reduces the

response and interrupts the vortex shedding.

2.3.3. Buffeting

Buffeting is defined as the unsteady loading airacture by velocity fluctuations in the

incoming flow and is not self-induced [39]. Whilertex shedding occurs at specific frequencies
and causes amplified vibration near the naturagjueacies of the structure, buffeting is a
relatively “broad-band” excitation and includesquencies of eddies that are present in the
natural wind (usually up to 2 Hz) as well as thoaased by wind-structure interaction. The

dynamic excitation from buffeting can be signifitérithe mean wind speed is high, the natural
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frequencies of the structure are below 1 Hz, thedwiirbulence intensity is high with a wind
turbulence that is highly correlated in space stinectural shape is aerodynamically odd with a
relatively rough surface, and the mechanical daqgow. In practice, a structure is always
subject to both vortex shedding and buffeting exins. But unlike vortex shedding, where
amplified dynamic excitation occurs within a shamge of wind speeds, buffeting loads keep

increasing with higher wind speeds.

Aerodynamic Admittance Function
The relationship in the frequency domain betweebulence in the upstream flow and
fluctuating wind load that it induces on a struetaan be defined in terms of aerodynamic
admittance that is a function of reduced frequeAcgimilar relationship in the time domain can
be defined in terms of buffeting indicial functio@enerally, these relationships need to be
determined experimentally since the flow arounthacsure in turbulent wind is too complex to
be handled analytically.

An expression, known as Sears’ function (Eq. Zof)the aerodynamic admittance of a
thin symmetrical airfoil was theoretically derivby Sears [41], and Liepmann [42] suggested a
somewhat simpler expression shown in Eq. 2.8. lmhkea [43 and 44] verified the Sears’
theoretical plot experimentally for an airfoil agdve an approximate expression (see Fig. 2-8) as
defined in Eg. 2.9. In addition, Scanlan and J¢#8kand Scanlan [46] studied the admittance

functions for various structures.

3 (K) LK (i 1K)+ LI, (K) (K, (i [K)
B K, (i IK) + K, (i k)

K aero(N) 2.7)

where Joand 4 = Bessel functions of the first kind
Ko and K = modified Bessel functions of the second kind
k =reduced frequency = nad- U
n = frequency (Hz)
¢ = chord length of an airfoil

U = mean wind velocity
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_ 1
1+ 2072(n-c/ U)

X iero(n)

where Xiero(n) = aerodynamic admittance

1
1+50Kk

where Kk

X gero(k) =

= reduced frequency =me / U
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Figure 2-8. Airfoil aerodynamic admittance [46]

(2.8)

(2.9)

Figure 2-9 shows limited experimental data witheawpirical function developed by

Vickery [47] for a square plate in turbulent flohhe aerodynamic admittance function for drag

on a flat plate is defined in Eq. 2.10. As showifigs. 2-8 and 2-9, low frequency gusts are

nearly fully correlated, and fully envelope thedaf s structure. For high frequencies, or very

large bodies, the gusts are ineffective in prodyitatal forces on the structure, due to their lack

of correlation, and the aerodynamic admittancegd¢odards zero.
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413 4/37?
X, (N =1/ 1+(2D8‘/KJ or)(u(k)2=1/[1+(%} } (2.10)

where A = projected area of the plate normal to the flow
K = reduced frequency wEl/K/ U
D =the depth of body dimension

U = mean wind velocity
G =2q.n

10 =g

01

01}

i =l

U

Figure 2-9. Aerodynamic admittance for a squareephaturbulent flow [47]

Hatanaka and Tanaka [48] proposed a new prediotaethod of developing aerodynamic
admittance functions for lift and moment utilizifigtter derivatives. In their research, they
compared the predicted values with the measuresliartee flow of actively generated
turbulence. Peil and Behrens [49] recently inved#d the influence of the lateral turbulence on
the design of high and slender structures basedramlinear spectral approach which is
confined to the correlated parts of the wind tuebgke and the associated wind forces.
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Buffeting Indicial Function
It has been postulated that the aerodynamic admétfunctions and the buffeting indicial
functions are related. An expression, known asilsner function, for the indicial function of

an airfoil was defined approximately by Jones [58ed on the Sears’ function and its derivative,

@,(9), (Eq. 2.11) is expressed with respect to non-dsiceral time, s.

@, (s) = 0.065[& %" + 0,500 (2.11)

wherg s =non-dimensional time = t/c
t =time
¢ = chord length of an airfoil

U = mean wind velocity

Based on the theoretical expression, the effdasmdynamic coupling on the buffeting
and flutter response have been addressed by pd#stChen and Kareem [51 and 52] worked
in modeling aerodynamic phenomena, buffeting amtdeft, in both the time and frequency
domains, and Scanlan [46, 53, and 54], Jones [d%8} Zhang et. al. [56], and Costa [57 and
58] studied the indicial aerodynamic functions addittance functions for bridge decks in time

domain as well as in frequency domain.

2.4. Wind-Tunnel Testing and Full-Scale Measuremest

The use of wind tunnels to aid in structural desigd planning has been steadily increasing in
recent years [59]. Full-scale measurements, howavemuseful in their capability to quantify the
boundary conditions, study the interaction betwaéparts of the structure, structural damping

and its dependence on deflection, and, mainlyeiaet conditions of wind loading [60].

2.4.1. Wind-Tunnel Test
Kitagawa et al [61] conducted a wind tunnel expernitrusing a circular cylinder tower to study
the characteristics of the across-wind responaehah wind speed. The authors found from the
tests that both the vortex induced vibration aigh lwind speed and the ordinary vortex induced
vibration were observed under uniform flow.

Bosch and Guterres [62] conducted wind tunnel expants to establish the effects of

wind on tapered cylinders using a total of 53 medepresenting a range of cross sections, taper
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ratios, and shapes (circular, octagonal, or hexagooss section), which were intended to be
representative of those commonly found in highwtaycsures. In a test of drag coefficient versus
Reynolds number for the uniform circular cylindete results showed a consistent trend of
convergence with a range of Reynolds number fockvbirag coefficient flattens out to a
constant value. It was also found that the intréidacof taper ratio significantly altered the
aerodynamic behavior of the cylinder shapes.

Wind tunnel experiments by James [63] were peréato establish the effects of wind
on uniform cylinders using several models represgra range of shapes (octagonal,
dodecagonal and hexdecagonal cross section), mgdatations, and corner radii based on
Reynolds number (Re) between 2.0 X 40d 2.0 x 19 Balasubramanian et al. [64] carried out
experiments to investigate the effects of axiaétay a circular cylinder. Further, vortex
shedding from a finite circular cylinder was stutli®/ Sumner et al. [65] using a hot-wire
anemometer. Park and Lee [66] investigated thedneleeffect on the near wake of a finite
circular cylinder in a cross flow.

Lift and drag coefficients for an octagonal cylndvas developed by Scanlan [39].
Figure 2-10 depicts the lift and drag coefficieftisan octagonal post structure having a variety
of wind angles of attack. As shown in the figuhes slope of mean drag coefficientjd@s near
zero and the slopes of the mean lift coefficien)) (@th angle of attack were calculated to be

approximately -1./-tand 0.45rfor flat and corner orientation, respectively.

a o
u /Aw
.85

1.5 CORNER RADIUS =0.05D

e

Figure 2-10. Force coefficients on an octagonahdgr (Re = 1.2 x 19 [39].
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Gabbai and Benaroya [67] reviewed the literaturéhe mathematical models used to
investigate vortex-induced vibration of circulatingers. Barhoush [68] discussed several
numerical and empirical modeling efforts for voriaduced vibration and the author applied
Scanlan’s model of vortex-shedding response fong kpan bridge. The characteristics of the
fluctuating lift forces were developed by Sakam@&®] when a circular cylinder vibrates in the
cross-flow direction. Wind tunnel tests on a ciezutylinder were conducted by Gupta and
Sarkar [70] to identify vortex-induced responseapagters in the time domain. Diana et al. [71]
performed buffeting response testing of a bridgekde order to measure a complex aerodynamic
admittance function. In addition, Scanlan and cokeos [72 to 76] studied various aspects for
vortex-induced vibration. The authors analyzed raadydical model with linear/nonlinear
aerodynamic damping and linear parametric cougimdjcompared the results with experimental

wind tunnel data.

2.4.2. Full-Scale Measurements

Numerous full-scale measurements have been combiectevestigate the wind-induced loads
and vibrations for tall buildings [77 and 78], &ta©r chimneys [79, 80, and 81], towers or poles
[73, 74, and 75], bridges or cable-stays, etcetldl. [77 and 78] conducted both full-scale
measurements and wind tunnel tests to determingpihetral model of across-wind forces on tall
rectangular buildings. The researchers evaluateaihd-induced along-wind and across-wind
acceleration responses based on an establishethityanalysis model and an empirical model
for the across-wind force spectra. From those nreasnts and tests, a proposed method as an
alternative approach was evaluated for the acrasgd-sesponse of rectangular buildings.

In order to verify the mathematical model for petidg vortex-induced vibrations of
chimneys, several full-scale measurements on chismhave been made by Ruscheweyh and
Galemann [79], and the authors found that the ptedivalues are close to the measured values.
Ruscheweyh [80] presented the amplitude causeddsg-avind vibrations from long-term full-
scale testing of four steel stacks. With the codlddehavior data, fatigue calculations were made
based on the Eurocode and were compared with tistard amplitude method. Tranvik and
Alpsten [81] investigated the structural behaviba ®0 m high steel chimney and summarized
the results collected from approximately four yezreontinuous measurements and regular
observations of the chimney. The obtained data bawes general relevance with respect to wind

data, behavior of a slender structure under wiadilw, and the effects of a mechanical damper.
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Also included in the report are the results froimedheoretical studies related to the
investigation of the chimney.

Miyashita et al., [82] showed that the effectadfined active damper upon wind-induced
vibrations of the Hamamatsu ACT Tower and its stmad characteristics are clear. Structural
damping of steel lighting towers has been estimttexligh full scale experiments by Pagnini
and Solari [83]. All the results concerning thetfivibration mode point out the dependence of
damping on motion amplitude and on stress, confignine theoretical tendencies related to
damping in ductile materials and friction joints.drder to determine the wind-induced fatigue
loading, Robertson et al. [84] performed forcedailons tests and made extensive observations.
In the report, selected records were analyzed t@robtress cycle counts. Mean drag coefficients

were also derived form the strain data to investiglae impact of Reynolds number.
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3. FIELD MONITORING

To collect the upstream wind and pole structurgpomise characteristics, a long-term monitoring
system was designed and sensors were installetjlomtast luminary support structures in a
known “high-wind” location in Northern lowa. Theltgxted data serve as the basis for much of

the work presented subsequently.

3.1. Test Program

Two weathering steel HMLPs (referred to as Poled Role 2) located in open terrain, at the
I135/US18 interchange near Mason City (see Figsa8el3-2), were monitored from the middle
of October, 2004 to the beginning of January, 2006.

]
Near Sioux City: Near Mason City:
* Location where one HMLP ‘ Location where field monitoring
collapsecin 200< was performed

Note:
Typical average wind speeds on well exposed sitB8-an above ground
This map was generated from data collected bydia MWind Energy Institute under the
lowa Energy Center. < http://www.energy.iastate/ethewable/wind/images/windmap-

iowa_annual.qgif >

Figure 3-1. lowa estimated average annual speédis [8
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(a) Pole

1

3.1.1. HMLP Specification
The HMLPs were erected for service in 1999. Each_LRMhonitored as part of this study consist

) Bole 2

Figure 3-2. Two monitored high mast light poles

of three discrete sections with “pole type” lumiearon the top; each section has a different, but

constant thickness of: 0.313 in., 0.250 in., arxd 9.n., respectively, from bottom to top. The

poles are 148 ft tall and each of the three sesti@s approximately the same length and taper

ratio of approximately 0.14 in./ft. The poles aredl into a concrete pad with a base-plate and six

2.25 in. diameter anchor bolts with a dodecagal2dsfded) cylindrical cross section with a
diameter (flat-side to flat-side distance) of 2B.5at the base and 8.77 in. at the top. Each HMLP
also has an access port for electrical system sranice. Detailed information is given in Table

3-1.

Table 3-1. Structural dimension of HMLPs

Segmen Base Diameter Top Diameter Thicknes$ Length| Taper Rafio
No. | Outer, in] Center, ifi. Inner,in Outer, iL. Centrt|, Inner, in. in. in./ft
1 28.5( 28.1p 27.9 21.46 21115 20.83 013 50.26 0.14
2 22.5( 22.25 22.4 15.13 14188 14163 050 5p.59 0.14
3 16.0( 15.78 15.5 8.7 8.5 8|33 0.p19 51.67 0.14
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3.1.2. General Setup of the Monitoring System

Figure 3-3 shows the general setup of the long-taomitoring system. The system includes data
acquisition equipment, strain sensors, acceleroasyeaeaemometers, and video equipment. The
data collected with this system were transmittedugh a satellite-based internet connection to
the Bridge Engineering Center at lowa State Unityefer interpretation and analysis. Pole 1 was
uncracked and had not been retrofitted prior tlol firronitoring and this pole was used to collect
pole response data (using strain sensors and emmeers). A temporary wooden power pole
that was located near Pole 1 had a propeller vaemameter installed on its top to collect wind

speed and wind direction data at 33 ft.

148 ft
148 ft

[iﬂ !
Pole | Pole 1
L

Data
Storage

Server -1 3 Anemometers -
6 Strain gages
BEC Iu 92
X
Storage Box
oo ]
WAP  Data Logger
Anemometer 1

Storage Box » 4 Accelerometers

’ Satellite ® 14 Strain gages
-[5\ Transceiver

'Q Video Camera i.l
Data Logger

Modem
Computer

Figure 3-3. General setup of the long-term monigpsLystem
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Pole 2, located approximately 2 miles to the SatitAole 1, had been retrofit with a steel
splice jacket at the base with a thickness ofl..amd a height of 5.25 ft. and this pole was used
to collect detailed wind profile information. Wiesls communication equipment was used to

transmit data from both poles through the samdlisat@ternet connection.

3.1.3. Instrumentation

Table 3-2 and Figures 3-4 and 3-5 summarize tregitmes of all the sensors installed on Pole 1
while Table 3-3 and Figures 3-6 and 3-7 summakieddcations of all the sensors installed on
Pole 2. There were a total of 20 channels of daltacted at Pole 1: 14 strain gages, 4
accelerometers, wind speed and direction at 38dtaatotal of 10 channels of data collected at
Pole 2: 6 strain gages, wind speed at three diffexievations and wind direction at 33 ft.
Monitoring of the poles was conducted from the rfedaf October, 2004 and continued for

approximately 15 months.

Table 3-2. Instrumentation locations for Pole 1

” Strain gage designation Accelerometer designatign

erlnlfer Direction at 3in. at5.75 ft at 43.25 ft at 120 ft
above base| above base| above base| above base

1 North S8

2 N+30° S6

3 N+60° S4 S13

4 East

5 E+30°

6 E+60° S2 S14

7 South

8 S+30°

9 S+60° S3 S10 A4 A2

10 West S5

11 W+30° S7

12 W+60° S1 S12 A3 Al
Note:

Gage No. 9 was installed at 3.75 ft near the ufgfeside of the hand hole (see Fig. 3-5 (b))
Gage No. 11 was installed at the corner betweaenidal 1 and 12 (see Fig. 3-5(a))
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Segment 3

Wall thickness
0.219in.

K

51.67 ft
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Slip length ¢
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Wall thickness
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Slip length
~3.82 ft

*E

° v
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Wall thickness
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*D

50.26 ft
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g 0 Wall thickness
0.313in.

Back-up ring
0.251in. x 3ir

3in.

Hand hole
Sy

(a) Detail A: Pole base and cross section at 8om base

7 Hand hole
S¢
| |
—\*"| WY W
251
3.75 f
Back-up ring — -
v

(b) Detail B: Hand hole

Figure 3-5. Detail description of Pole 1 (Refer.Bed)
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Wall thickness S12
0.313in.

\ S13

S10

S14

(c) Detail C: Cross section at 5.75 ft

Wall thickness A3
0.313in.

A4

(d) Detail D: Cross section at 43.25 ft

Wall thickness

0.2191n. >

N

A2

(e) Detail E: Cross section at 120 ft

Figure 3-5. (Continued)
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/

(f) Detail F: Pole top at 148 ft

4.75 in. Diameter x 0.19 in. wall thickness
x 8.5in. Long tenon

0.75 in. thick pole top plate
with 4.37 in. diameter center hole

Figure 3-5. (Continued)

Table 3-3. Instrumentation locations for Pole 2

Strain Gage designation

=

N:::ljer Direction| at 3in. at 4 ft at 4.92 ft | Anemometer designatio
above base above basq above base
1 N+15°
2 N+45°
3 N+75°
4 E+15° 1 3 5
5 E+45° at 33 ft/86.5 ft / 140 fi
6 E+75°
7 S+15°
8 S+45°
9 S+75° 2 4 6
10 W+15°
11 W+45°
12 W+75°
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—3 i B
R.M. Young 3101
3-cup anemomet
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Wall thickness
¥y  0219in. 51.67 ft
Slip length ¢ —
<2701t ] —v
R.M. Young 3101
3-cup anemomet
at 86.5 f Segment 2
148 ft Wall thickness 52.50 ft
Y 0.250 in.
Slip length —a
~3821t vl 1 —Y—
R.M. Young 51(f>/'—"
propeller vane Segment 1
anemometer >0.26ft
at 33ft Wall thickness
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—— | —
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1.5in. thick 0.92 fi
steel splice jacket

—& \S¢ St

0.9f

Hand hole

Ll‘
i
%)
(g8]
NN
AN
w
N
Ll
g

2.5
3.75f 5.25 fi

Back-up ring

Sz

v
N

3in,

(a) Detail A: Hand hole

\ Hand hole

S6 S5
S4 S3
S2 S1

(b) Cross section at gage location

Figure 3-7. Detail description of Pole 2 (Refer.Rep)
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Strain Gages
All strain gages (Model LWK-06-W250B-350) had aaxial gage length of 0.25 in. and were
protected with a multi-layer weather proofing systend then sealed with a silicon type

compound. Figures 3-8 shows the view of the sijaiyes installed at the HMLPs.

_— % —————
Ve p——

e 3

(a) Pole 1 Pole 2

Figure 3-8. View of strain gages installed at Pond Pole 2
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Accelerometers

At two elevations, two pairs of orthogonally oriedtuniaxial accelerometers (Model
3701G3FA50G), were installed on the outside surtddeole 1. Four accelerometers (a peak
measurable acceleration of 50 g) were used onPdlhe selected accelerometers were
specifically designed for measuring low-level, lenguency accelerations, such as that found on
a bridge or a HMLP. The locations of acceleromeitestalled on Pole 1 are described in Figs. 3-
5 (d) and (e); Figure 3-9 shows temporary BDI stesnsors used during a short-term pluck test
and the permanently installed accelerometers oa 2ol

Figure 3-9. Temporary BDI gages and accelerometefole 1
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Anemometers

Wind speed and direction measurements were recatdeda 33 ft tall temporary wooden pole
directly adjacent to Pole 1 using a propeller vanemometer (see Figs. 3-4 and 3-10). In
addition, wind speed records were also obtainethusicup anemometers (Young Model 3101)
at 140 ft as well as at 86.5 ft and a propellerevanemometer (Young Model 5103) at 33 ft, on
Pole 2. The anemometer locations at Pole 2 arersho®wigs 3-6 and 3-11.

Figure 3-10. Anemometer, satellite dish and canmetalled at temporary pole near Pole 1
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| Anemometer

¥ ﬁ {wind speed only)

Anemometer

/- [ (wind speed only)

| Anemometer
(wind speed and direction)

Anemometer

(wind speed
and direction) Wireless

antenna

Figure 3-11. Anemometer installed at Pole 2 [86]
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Camera

A remote monitoring video camera (see Figs. 3-8, 8nxd 3-10) was installed to record the Pole
1 vibrations. The camera (model SNCRZ30N) has &tyaof functionality with Pan/Tilt/Zoom
(PTZ) capacity. By simply using a popular web brew$mages and the PTZ movement of the

camera could be controlled using a PC.

3.1.4. Data-Logger System

A data-logger system was located at each polete #ie data. One-minute duration strain and
acceleration records were stored when the windcitglavas between specific ranges. 3-minute
(1-minute for Pole 2) mean wind speed and diredtibormation were recorded continuously and

rain-flow information for six selected strain gagesre also recorded every 10-minutes.

3.1.5. Data Development Approach

A Campbell Scientific CR9000 data logger (see Bid2), which is a high speed and multi-
channel 16-bit data acquisition system (a samptitg of 50 Hz) was used for the collection of
data at Pole 1. The logger was configured withtdigind analog filters to assure noise-free
signals. A Campbell Scientific CR5000 data loggere(Fig. 3-13), which is also a high speed
and multi-channel 16-bit data acquisition systersg@pling rate of 50 Hz), was used for the
collection of data from Pole 2; however the CR5806s not have on-board digital and analog
filtering.

After data were received at the Bridge Enginee@ergter, several data processing steps
were completed to: check acceleration values, &sdithe stress record, monitor the general pole
behavior, develop general wind information and ¢dha number of induced stress cycles (see
Fig. 3-3). The data from the anemometers werewssd to parse the data and to determine the
most dominant wind velocity at a given time an@évaluate the associated stress level induced.
The acceleration and strain gage data were alsifispdly used to check for the occurrence of
vortex shedding. Fast Fourier Transform (FFT) asialywas also performed to obtain vibrations

frequencies at specific wind velocities.
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CR9000 data logger
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" CR5000 data logger

Figure 3-13. Data acquisition system at Pole 2 [86]
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3.2. Results
This section summarizes the results from pluclstast long-term monitoring for the described
HMLPs. The pluck tests were conduced before thg-term monitoring was performed and the

long-term monitoring lasted for approximately 15ntics.

3.2.1. Pluck-Test

The natural frequencies and damping characteristitse subject HMLP were determined from
“pluck” tests. Pluck tests (see Fig. 3-14) werdqrened by pulling and releasing a cable attached
to the pole shaft and a stationary object. Theecalals attached to the shaft at a suitable height in
order to realize appropriate oscillations, andftiiee level was controlled to induce large
deformation states, bearable by the structuresaitdble to excite the investigated vibration

modes.

Figure 3-14. Configuration of pluck test

FFT analyses (see Fig. 3-15) were performed wetsthain and the acceleration data to
obtain the first four vibrations frequencies fold®d as: f= 0.3 Hz, § = 1.3 Hz, §= 3.3 Hz, and
f, = 6.4 Hz. The first four damping ratios of thdgg@mn average, were also determined as:
0.60%,, = 0.17% (3 = 0.27%, and, = 0.30% [86]. Note that in the 2001 AASHTO

Specification, a “conservative” damping ratio d@% is specified.
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10

0.3
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o 3- 3.3 -
o
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2
< 27 5
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0 1 2 3 4 5 6 8 9
Frequency (Hz)

Figure 3-15. Sample of FFT

Finite Element Analysis (FEA) using commerciallya#dlable software, ANSYS [87], was
performed to compare with the results of the FFalysis. Pole 1 was modeled using a series of
tapered elements (Beam 54) each 1 foot in length the base fixed from all translations and

rotations. Element Mass 21 was used to represertithinary located at the top of the pole. As

Table 3-4 shows, the natural frequencies from fietds are in good agreement with the results

from FEA. Also, the mode shapes for the first fowrdes were obtained from the FEA (see Fig.

3-16).

Table 3-4 Modal frequency and damping ratio

Mode FEA FFT Difference Damping ratio [86]
1 0.338 0.305 10.82% 0.60%
2 1.337 1.294 3.32% 0.17%
3 3.407 3.333 2.22% 0.27%
4 6.702 6.396 4.78% 0.30%
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Figure 3-16. HMLP mode shapes

Figure 3-17 shows experimentally determined dampatio versus frequency for poles
tested by Connor and Hodgson [86]. The damping matthe first mode is considerably higher
than the other modes. The damping ratios in fast modes are considerably lower than the
values given in the AASHTO (0.50%) and CAN/CSA @) specifications.
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3.0% . . , + |-35/US18 - "Retrofit"
— — . Conservative damping ratio used 1-35/US30
- in the CAN/CSA (0.75%)
2.5% . . . ® 1-80/1-35/1-235 NE
> — = = Conservative damping ratio used
S . in the AASHTO (0.50%) * IA-5 & USE5/US69
g 2.0% -80/1-35/1-235 W
> — |-29/Exit 147B - "As Buit"
g 15% A % mod - O 1-29/Exit 147B - "Retrofit"
8 - <m0> ¢ 43—m0d6> [-29/Hamilton Blvd.
A
1.0%
4" mode < >
_>:_ — .‘ — —_— _A — _— — —_— _— — _— : T. _— ->< —_— — L |
0.5% ——'—;D————“-X————— —————
- — .
X = < y .
0.0% T T T T T T T
0 1 2 3 4 5 6 7 8
Frequency (Hz)

Figure 3-17. Damping ratio versus frequency [86]

3.2.2. Long-Term Monitoring

The results of the long-term monitoring are esséiti formulate a mathematical model for
predicting aerodynamic loads, which will be desedisubsequently. As discussed previously,
two HMLPs located at the interchange between 13bla818 near Mason City, lowa were

monitored for approximately 15 months. The resgltata are summarized as follows.

Frequency of wind speed and direction
Average wind data were recorded continuously ab #8dLP; on a three-minute interval at Pole
1 and on a one-minute interval at Pole 2. Durircheaaterval, the data logger recorded the
average and maximum wind speed as well as thegeearimd speed. Based on these data,
dominant wind direction and speed could be obtained

Table 3-5 and Fig. 3-18 describe the frequendi¢isree-minute mean wind speeds and
directions recorded at Pole 1. The frequenciesiefrainute mean wind speeds and direction

recorded at Pole 2 are also shown in Table 3-GRamd3-19.
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Table 3-5. Frequencies of three-minute mean wirgd@and direction measured at Pole 1
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Spd, mph Wind Direction Designation
Min[Max] N NNE | NE | ENE E ESE SE SSH S SSWW SW W$E W WNW NW NNW  Sum 0
0] 5 1530 140p 1605 1925 2141 1363 b33 1872 2073 [1903 |1792 |21696[ 22721 2015 15 2909B 19.2
5| 10] 288§ 250p 2248 2316 349 1455 1B72 d224 5968 [3798 (2463 |4a@myd 5805 6340 3445 61586 40.6
10| 15] 1668 109p 743 1146 1688 628 1[l46 6381 4209 P746 [2058 |14B35 13073 574 26(Q6 3818B 25.2
15| 20 884 61p 374 513 1204 307 419 2B22 1169 1054 |[727 | 443 | 408 | 1328 1431 16572 1019
20| 25 23] 198 131 42 289 1p3 89 447 P08 178 |223 |173 97 | 246 (1583 || 4886 B 3.2
25| 30 44 4 9 20 4p 1 8 62 10 PO 48 64 11 55 503 30 1Q42 0.7
30| 35 2 2 y | 4 y D B 0 1 23 $2 1 3 177 3 25p 0.2
35| 40 Q ] ( (] p D D D 0 0 1 0 0 0 B0 0 34 D.0
40| 45 d ( ( [} D D D D 0 0 0 0 0 0 0 0 O .0
45| 50 d [( ( [ D D D D 0 0 0 0 0 0 0 0 O .0
50 [ 100 ( ( D D D D 0 0 0 0 0 0 0 0 0 O D.0
Sum 7250 | 5809| 5152 6003 857P 3714 3767 20416 13637 9700 7335 PB33GO |913257 19734 947@ 151581 100
% 4.8 3.9 34 4.0 57 25 215 135 .0 5.4 4.8 5.5 6.2 8.7 |13.0 6.2 00] 1

LY
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Figure 3-18. Frequencies of three-minute mean wpeed and direction measured at Pole 1
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Table 3-6. Frequencies of one-minute mean winddspad direction measured at Pole 2
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Spd, mph Wind Direction Designation
Min|Max] N NNE | NE | ENE E ESE SE SSH S SSW SW W$E W WNW NW NNW Sim 0

0] 5 45( 229 3p 106 202 323 3p1 433 288 B16 309 560 240 188 372 400 (45 5.4

51 10 113] 71p 1b 433 374 7Pp6 g86 934 1Pp05 590 500 741 1127 791 | 164921 13158 15K

10| 15 1584 914 15 948 817 7p7 1457 2472 2151 843 883 483 |1361 |1a®83 235 20004 23|6

15| 20 1441 86B 7 445 484 2p3 1439 3301 1782 1048 608 240 689 67865 12264 1654l 19|5

20| 25 901 536 D 193 222 4P8 752 2741 1p56 495 380 43 373 309 |[10148 18891 14.p

25| 30 834 33y D 21 40 231 479 147 1127 174 286 1 131 263 714 111688 (79 9.4

30| 35 401 128 D D 0 36 327 11118 494 78 100 0 54 316 808 |1434 B296 6.2
35| 40 136 28 D D D 1 g2 541 10 17 48 0 35 136 625 975 3774 3.3
40| 45 13 y D D D D b 246 36 3 19 0 3 53 450 35 1344 1.6
45| 50 q ( ( 0 D D D 50 8 0 3 0 0 | 5 364 463 703 0.8
50 | 100 ( ( D D D D D 1 2 0 0 0 0 2 3B6 198 539 0.6

Sum 6895 | 3754 69 218 2089 2705 5528 13264 8619 3p64 J136 P068 KUBEBB4| 9471| 1356P 84764 1p0
% 8.1 4.4 0.1 2.6 25 32 65 1.6 19.2 .2 3.7 2.4 4.7 45 [11.2 0]1610

6
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Figure 3-19. Frequencies of one-minute mean wimgéd@nd direction measured at Pole 2
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The NW (North-West), NNW (North-North-West) and S&oduth-South-East) wind
directions were observed to be the most frequeattions and a wind speed below 15 mph was
observed to be the most frequent wind speed r&ddxgrall wind data can be expressed using a
wind-rose polar histogram for prevailing wind ditiea and magnitude of prevailing winds for
both HMLPs. Figure 3-20 shows the percent occug@favinds from all directions in polar

form.

G (), ‘
‘_._% of Occurrencb ‘ % of occurrenc

(a) Pole 1 (b) Pole 2

Figure 3-20. Percentage of wind direction occureenc

Probability density (see Fig. 3-21) shows thatwiveds speed between 5 mph and 8 mph
are the most dominant wind speed range. Figure @R&hows the cumulative probability
density based on the data in Fig. 3-22 (a). In &ig2 (b), the three-minute mean wind speed less
than 8 mph corresponds to a cumulative probaldiysity of approximately 50% and three-
minute mean wind speeds less than 16 mph corredpandumulative probability density of

approximately 90%.
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0%

80% -
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(b) Cumulative probability density

Figure 3-21. Wind speed density
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Wind profile parameters (Zand «)

As described previously, there were three anemameteunted at Pole 2. However, the mid-
height anemometer did not correctly operate and#te from the mid-anemometer data have
been discarded herein. Using the wind speed datta role 2, the roughness lengih) &hich is
the distance above ground level where the winddspbeuld be theoretically zero, can be
determined. The terrain factay which is power-law exponent dependant on roughrezm also
be obtained. The roughness length and the teraatorfcan be computed using the log law (Eq.
3.1) and the power law (Eq. 3.2) [39], respectively

z
U(z,.2,)=2.5U. On—-=2.5u.(Inz, - Inz,) (3.1)
z

0

where U(Zg, Z) = the mean wind speed at height gf Z
Zy = the height aboveZ
Z, =the roughness length

u- = the shear friction velocity of the flow

a
Uz, :(ﬁj 3.2)
Uz,) (7,
where  U(Zy) and U(%Z) =the mean wind speed at heightand z, respectively
Z;and z = the heights above ground

According to previous research [36, 38, and 39];'©pen” terrain, the exponeatis
typically between 0.12 and 0.15 and the roughresgth is typically between 2 cm and 7 cm.
The two poles are located in “Open” terrain andrtheghness length and the terrain factor
computed from Pole 2 are approximately 0.213 f (8n) and 0.145, on average, at wind speeds
of above 20 mph, respectively. These values ageleral agreement with previous research.

Turbulence intensities (Eq. 3.3) for along-wind atdoss-wind directions can be also
determined from the field data. Reference [88] shtve turbulence intensity at 33 ft is generally
20% in an open terrain and it decreases with heigdig turbulence intensity at the HMLP was

calculated to be approximately 14%, on averageyeaB0 mph wind speed.
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1/6
l-=c Eﬁizgj (3.3)

= the intensity of turbulence at heigilt
2 =the equivalent height of the structure

c = exposure coefficient

Table 3-7. Wind parameters determined from longitetonitoring

Paramete Field Reference [39]
Zy 0.213 ft (6.5 cm) 2~7cm
o 0.145 0.12~0.15
ly 14% 20%
I 14% 0.8

Along-wind response (buffeting induced vibration)

Figure 3-22 shows stress range distribution agamstminute mean wind speed for Pole 1 at a
wind direction of S+60° (111 Deg., see Table 3vhjch is typical of all along-wind responses.
As shown in the figure, the stress ranges abovimd speed of 10 mph for along direction seem
to be generally proportional to the square of vdpded. Above the mean wind speed of 10 mph,
the stress range at channel S12 in the crossidinesftows similar magnitude to the stress range
at channel S10, in the along direction. This indisahat the pole vibrated in both the along-wing
and cross-wind directions. This behavior was atstfioned by the video equipment installed at
the pole. The bi-directional vibrations could be thsult of variable wind direction. Thus, steady
increase of stress range with wind speeds in h&tfatong-wind and across-wind directions

showed the importance of buffeting loads in anyagyit analysis.
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Figure 3-22. Stress range at wind direction of SEAQ Deg.) at Pole 1
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Figure 3-22. (Continued)
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Figure 3-22. (Continued)
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Figure 3-22. (Continued)

Stress ranges at locations near the base pkteveer than those at 5.9 ft from pole base
as shown in Fig. 3-22. This is because there &cady ring at the pole base with a thickness of
0.25 in. and a height of 3 in. Due to the additidhickness, it is estimated that the stress
recorded at the nine strain gages would decreggexmately 50% and the stress ratio between
an elevation of 5.75 ft and the pole base (ignoaing stress concentration) would be about 2.
Figure 3-23 illustrates this and the stress rdigisveen channels near base plate and channels at
5.75 ft from pole base were determined to be betvie® and 2.5.

Table 3-8 shows the maximum stress range rec@tdeach channel during the
monitoring. The largest stress range (19.68 ksindumonitoring was observed at channel S9.
S9 was oriented vertically on the Pole 1 at thesupgft corner of the hand-hole in which high
stress concentration might occur (see Fig. 3-5 ft))he elevation of 5.75 ft, the maximum

stress range was measured as 12.4 ksi duringribetéom monitoring..
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Figure 3-23. Stress ratios between pole base &adftSfrom the pole base
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Table 3-8. Maximum stress range (ksi) observedei ¢ocation for 1-minute interval

S1 S2 S3 S4 S5 S6 S7 S§ S9 SiO Sl 912 $13 514
4.8527 5.488 6.598 11.095 7.646 8.962 6.412 7]953 1S.6800(I)|1.53.202 12.40p 11.749 11.7]76

Figures 3-24, 3-25 and 3-26 show the maximum rextbedress time history at each
channel for Pole 1. As an example, Figure 3-24 shwimd speed and direction time histories for
a high-wind event which occurred on November 28528t 3:37 AM. It can be seen that the
wind speed begun to increase suddenly to about@bafter approximately 35 second. Note that
321 degree wind direction denotes a generally &ast. This sudden gust event derived mostly
largest stress rages as also shown in Figs. 3-@3-@6. A vibration period of 3.3 seconds was
observed and this corresponds to the first moeguency of the pole (0.3 Hz). Generally, it was
found that during the long-term monitoring, thegkest stress ranges were caused by natural wind

gusting and the response was primarily in the firstle.

Across-wind response (vortex shedding induced tidora
When the wind speed reaches a critical level, xa@steedding commences. When the frequency
of the vortex shedding reaches one of the nattegliencies, the poles lock-in and begin to

oscillate in a specific mode corresponding to tbeex shedding frequency. The wind velocity at

this phenomenon is known as the lock-in velodify,, ., (see Eq. 2.3). Table 3-9 shows the

critical lock-in velocity along the height with @sct to each mode shape. The peak normalized
mode value (anti-node) possibly derives large disginent at the location and the vortex
shedding induced stress would be great once lopkémomenon occurs at the anti-node. First,
second and third mode vortex shedding vibratiodcoacur at wind speed of 0.6 mph, 5.11 mph
and 9.97 mph at 33 ft, respectively.

As previously shown in Fig. 3-22, when wind speasapproximately 6.0 mph at 33 ft,
the pole was excited in a direction perpendicudahe wind direction due to vortex shedding;
this is especially evident from the output of cheler§1, S2, S12 and S14. This indicates that the
vortex shedding induced vibration corresponds teethe possible wind velocity for second

mode vortex shedding vibration shown in Table 3-9.
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Table 3-9. Critical wind speed (at 33 ft) to indwoetex shedding vibration on HMLP

. Height| Ciritical diameter Critical wind speed at 33 ft, mph
vent

ft in. ft f,0.3Hz | §,1.3Hz| § 3.3Hz| f,6.4Hz
A”té?:))del 41 | 2275 | 1.90 30.83
Antinodel | 57 | 5102 | 175 18.12

(fs)
SP1(f) | 65 19.90 | 1.66
SP.1() | 88 16.68 | 1.39

Antinode?2

(fa)
Antinodel

(f2)
SP2@®) | 109 | 1423 | 1.19

Antinode?2

(fa)
Antinode3

(fa)
SP1(G) | 132 | 11.02 | 0.92

SP2() | 142 9.62 0.80
SP3() | 145 9.19 0.77

Top 148 8.77 0.73 0.6
Note: S.P. stands for Stationary Point

89 16.54 1.38 25.96

92 16.10 1.34 5.11

119 12.84 1.07 9.97

129 11.42 0.95 17.01

An example of the second mode vortex resonant tidorés shown in Fig. 3-27. Figure
3-27 shows wind speed and direction time histddes vortex shedding event which occurred at
7:01 PM on January 17, 2005. Within the observetggethe stress range amplitude remained
rather stable because there was only minor along-vésponse. A maximum stress range of
approximately 3.5 ksi at channel S4 was observednaan wind speed of approximately 5.5
mph. Interestingly, the vibration period of 0.7 ¢@eds observed and the dominant frequency of
vibration due to vortex shedding at that wind spead measured to be 1.3 Hz (second modal
frequency, see Table 3.4). This is contrary toenirdesign procedure in the AASHTO [7] which

was the first mode frequency for calculating eql@maistatic pressure.
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The subcritical range where the vortex sheddirggrangest is approximately 300 < Re <
3.0 x 10 [39] and proper range of Reynolds number shoulddmsidered for the vortex shedding
vibration. This is because there may not be pakatitical lock-in velocities for 8 or 4" mode
vortex shedding vibration. Even third mode vortbgdding for antinodel as shown in Table 3-8,
the Re at the location which wind velocity is 18rmgh exceed Re of 3.0 x 20Thus, the
magnitude of vortex shedding vibration as this tmeamay not be fully resonant.

An example is shown in Fig. 3-28 and it shows wspded and direction time histories
for a vortex shedding event which occurred at 1:AB0Don November 1, 2005. Within the
observed period, the stress range amplitude didemadin stable because there was along
response as well as vortex shedding resonance jiegrzo A maximum stress range of
approximately 2.9 ksi at channel S13 was observettan wind speed of about 18.67 mph when
the vortex shedding occurred. The vibration peab@.3 seconds also observed and the dominant
frequency of vibration due to vortex shedding at thind speed was measured to be 3.3 Hz. This
third mode vortex shedding vibration was observeahge of wind speed between approximately
8 mph and 20 mph.

It has been found that second mode vortex shedslimgpst common at the HMLP. The
stress range at some specific channels exceed&btistant Amplitude Fatigue Limit (CAFL)
for Category E’ (2.6 ksi) [7].

Stress-Cycle Counting
Six specific strain channels on each HMLP were tgatkvelop stress range histograms based
on the rain-flow cycle counting algorithm [86]. Tkavere 20 stress range bins at 0.5 ksi each
with a max of 10 ksi for Pole 1. Figure 3-29 shdle number of stress cycles at the selected
strain gages (Channels S1, S3, S9, S10, S11, dpdBte stress cycles of less than 0.5 ksi were
discarded due to the small magnitude. Strain g&gebServed the largest number of stress cycles
because the gage was placed near the hand hokédh stress concentration might occur.

For Pole 2, there were 16 stress range bins &sbéach with a max of 8 ksi . Figure 3-
30 shows the number of stress cycles at the sdlett@in gages (Channels S1 to S6). The stress
cycles of less than 0.5 ksi were also discardedatiee small amount of magnitude. The strain
gages S5 and S6 observed the largest number s$ siyeles because the other sensors (S1 to S4)

were located on the retrofitted area.
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Figure 3-28. § mode vortex shedding induced vibration at meardwipeed of 18.67 mph
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Note:
Data were recorded only during approximately 92.d4f%e total duration (October 15, 2004 to
January 5, 2006).

Figure 3-29. Number of stress cycles collected fRuote 1
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Data were recorded only during approximately 67.6f%he total duration (October 15, 2004 to
January 5, 2006).

Figure 3-30. Number of stress cycles collected fRute 2
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4. WIND TUNNEL TESTING

Wind tunnel testing is routinely used to study gas aerodynamic phenomena and determine
aerodynamic parameters of civil engineering stmestuAlso, the general flow pattern around
structures can be determined from wind tunnelrigstiarticularly in the case of unusual
structural shapes. Wind tunnel testing aids incstmal design and planning because required
aerodynamic coefficients may not always be avadlablcodes or standards [59].

Recall that the light pole that was instrumentadtiiis work has a dodecagonal (12-sided)
cross-section with a taper. For this specific sh#pecurrent AASHTO code does not provide all
the aerodynamic parameters such as the static oeféicients, their slopes with angle of attack,
Strouhal number, the lock-in range of wind vel@stand amplitude of vortex-induced vibration
as a function of Scruton number, etc, that are egéar proper evaluation of aerodynamic

behavior. Thus, wind tunnel testing was requireditain these parameters.

4.1. Wind Tunnel

In order to determine wind-induced loads on a stmé; aerodynamic parameters such as,
Strouhal number, drag and lift coefficients, ete, mecessary. However, only a few references
provide values of some of these parameters intaingange of Reynolds number for the
dodecagonal shape studied here. The wind tunnieMdsused in this study is the Bill James
Open Circuit Wind Tunnel located in the Wind Sinmida and Testing Laboratory (WiST Lab) at
lowa State University, Ames. This is a suction typed tunnel with a 22:1 contraction ratio. The
wind tunnel has a test section of size 3ft x 2abftl length of 8ft following the contraction exit.
The test section has an acrylic viewing window eeljei to the wind tunnel control station and an
access door on the opposite side (see Fig. 4-B)far located downstream of the test section, is
powered by a 100 hp, 3-phase, 440-volt motor. Aadanremote control knob, located at the
wind tunnel control station and connected to thiéakde frequency fan, provides continuous
control of the fan speed. The fan speed can begebstepwise, in increments of approximately
0.51 ft/s per 0.1 Hz, using this control. The fanm generate a maximum wind velocity of

approximately 180 mph or 264 ft/sec [89].
4.2. Test Model

For all tests, a wooden cylindrical model with dogigonal (12-sided) cross section of a diameter

4 in. (corner to corner distance) and length 2@viss used.
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Bill James

Figure 4-1. Bill James Wind Tunnel at lowa Statevdrsity

These dimensions were selected based on the oeeaintain a wind tunnel blockage
criterion of 8% or less. The actual blockage wd8«and, thus, blockage effects could be
ignored. The length of the model was chosen as .2 imaximize the area of the model exposed
to the air stream while at the same time leavirgugh space on either side of the model for
clamping additional fixtures that would be requited/ary certain parameters.

Figure 4-2 shows a schematic diagram of the mdded.model was prismatic with sharp
edges along its length. The model was lightly sdnai¢h extra fine grit sand paper to obtain a
smooth surface finish and to remove any excesssaaheA block was set into each end of the
model and glued into place. The face of the bloak flush with the end of the model. A collar
with set-screws was attached to each block thakekldio clamp a hollow aluminum alloy rod at
each end of the model. The 0.625 in. diameter alumialloy rod was installed by sliding a rod

through a 0.75 in. diameter hole at the centehefilock and the center of the model. A collar
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was then slid over each end of the rod and attatchtb block. This helped to clamp the model

to the rod with the set screw and this configuratiould be connected to a force balance system.

\ 12 in. x 12 in. end plates

with rounded corners

,,,,::111:;;3:,,f 0.5 in. dia. Screw-collar

12-sided cylinder with 4 in. /
dia. (corner to corner)

0.625 in. dia. hollow rod

Figure 4-2. Schematic diagram of the 12-sidedscsestion model

End plates made out of clear plastic were attathdloe model to minimize three-
dimensional end effects and to thus maintain adimeensional flow on the model. To test
multiple specimens of the model with a differentssigairs of commercially available C clamps
were clamped to the end plates. The clamps weaehat! to the end plates at equal distance from

the centerline to avoid torsion.
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4.3. Test Setup and Procedure

Several tests were conducted on the model to ofitaidesired aerodynamic parameters. Results
of primary importance include the following: thatst drag coefficient, the derivative of the

static lift coefficient with respect to the angleattack, Strouhal number, the lock-in range of
wind velocities for vortex shedding, amplitude oftex-induced vibrations as a function of

Scruton number, and aerodynamic admittance fungtion

4.3.1. Static Test

For the static tests, the model was fixed horidbnia the wind tunnel with zero yaw angle and
the aerodynamic forces were measured at varioud syipeds. Figure 4-3 shows a photograph of
the setup with the model in place. The angle @ichtivas varied by rotating the model about its
longitudinal axis. Wind speeds were carefully clmoteprovide a large range of Reynolds
numbers.

T Wind Flow

o

WiST Lab ;

> sk

Figure 4-3. Drag measurement
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The load cells for this system were fixed to that feame as shown in Fig. 4-4. Thin strings were

attached to the aluminum block at each end of tbeainto avoid vertical deflection of the model.

i

iVl
B

é Thin strings

12 in. x 12 in. end plate
with rounded corners

//,

i

12-sided cylinder mod

Screw-collars J

Aluminum
block

117

Force transducers with 2.5
Ibs capacity for drag force
measureme

Figure 4-4. Schematic diagram for static drag mesmant
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Data Acquisition System

The force measurements were made with two transsl{€eansducer Techniques, SL 146502
and SL 146503) each with a capacity of [b$ The transducers were rated at 2.16#6Vand
2.0778mV/Vper pound of load, respectively. The gain fotladl experiments was fixed at 100
and the excitation signal was set abl his produced an output voltage to load rati@.6657
V/Ib for SL 146502 and 0.8507/Ib for SL 146503, respectively.

The commercially available software package Lalyi@eveloped and marketed by
National Instruments, was used for the acquisitibthe transducer force with velocity data. A
sample view of LabView program, as in Fig. 4-5,whdhe data acquisition program recording
the output from two channels of the force transdaiCEhe program displayed the recorded data
(voltage) plotted against time and its statistioshsas ‘mean’. A Pentium Il PC with Windows

XP operating system was used to power the datdasitign software.
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Experimental procedure
There were two experiments that were conducteeterchine drag forces (i.e., flat and corner
orientations, see Fig. 4-6). The following stepsadie the experimental procedure followed to

measure the drag coefficient.

* Fix the model to the force balance system with aintée flat faces normal to the wind
direction (see Fig. 4-6)

* Test the model over a range of wind speeds, ineteimerementally up to the maximum
force that the force transducers could record.

» Record the force output at each wind velocity amthgute the mean drag coefficient at
that speed

* Plot the mean drag coefficient as a function ofidgs number

» Rotate the model by 15 degrees such that the ctorarner (corner orientation, see Fig.
4-6) of the model is along the wind direction

* Repeat the test and plot the mean drag coeffigigiat function of Reynolds number

Wind Flow

> Flat Orientation
Wind Flow

—> Corner Orientation

Figure 4-6. Dodecagonal model orientations
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4.3.2. Dynamic Test

Figure 4-7 shows the dynamic test setup that wed tesstudy the vortex shedding induced
response. The vertical motion dynamic setup waigded to allow only single-degree-of-
freedom; that is; the test model was free to vibmatly transverse to the wind direction. The
model was suspended by a set of eight linear pdihgs and chains, four on each side of the

model. Two force transducers were used, one didttem and one at the top placed at
diagonally opposite springs as shown in Fig. 4-7.

-~

A e
(T -

’

Wind Flow

Figure 4-7. System view for dynamic test
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Spring Suspension System

The spring suspension system was attached to & fitsah was fixed to the test section floor and
ceiling immediately adjacent to the side walls.aad cell frame was constructed with small
structural channels and four 0.75 in. diameteratieel steel rods - two on each side of the test
section - which spanned vertically from floor tdlicgy. The suspension system was designed to
allow only vertical motion; in other words, thettesodels were free to only vibrate transverse to
the wind direction. Figure 4-8 is a schematic diagiof the dynamic test. The load cells were
placed at the diagonally opposite spring to catieekffects of any spurious modes other than the

vertical one.

Threaded steel rod

Coil Springs

12 in. x 12 in. end plate
with rounded corners

hain:

1L

0.75 in. Aluminum
ollow rod

=

i

Leaf spring Force transducerj il

Figure 4-8. Schematic diagram of the general systernie dynamic test
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The stiffness of an individual coil spring wasedat 4.13 Ib/in., which was determined
separately by preliminary extension testing. Thelgined stiffness of the eight springs was
calculated to be 396.5 Ib/ft. Two leaf springs acteside of the test section restrained the model
in the along-wind direction. The leaf springs w&r5 in. wide, 0.010 in. thick, and
approximately 5 in. long that had negligible st#&s compared to the combined stiffness of the

coil springs.

Data Acquisition System
The elastic spring force as a result of linearigalimotion was measured to obtain the
displacement time histories. These force measuremesre accomplished with two cantilever
type force transducers (Transducer Techniques,Z8895 and SN 125596) that have a capacity
of 221b each. The transducers were rated atriV3Vper 22 pound of force. The gain used in
these experiments was 1000 and the excitation Isiggmaset as 10 V. This produced an output
voltage to force ratio of 0.6@/lb or and output voltage to displacement ratio o22/8n.

The signals from the two transducers were addddtem halved to record average
vertical motion of the test model. This arrangenwritansducers and resulting signals that were
combined helped to eliminate noise from any spw@igitching or yawing modes of vibrations as

mentioned earlier.

Experimental procedure

As shown in Figs. 4-7 and 4-8, the section mod#h wie flat orientation and end plates was
suspended by a set of eight linear springs, fourawh side of the model. The model was tested
over a range of wind speeds that would producesxartduced vibrations. The wind speeds were
increased in increments of 0.1 Hz of fan speed kAdgfor Controller) of the wind tunnel with

initial fan speed set at 0.5 Hz. Each incremerianfspeed represented an approximately 0.51 ft/s
increase in the wind speed with an initial windesphef approximately 3.5 ft/s. The dynamic test
procedures were established to obtain Strouhal puntiiee range of wind velocities producing
vortex-induced vibrations, and the variation of #tage of vortex-induced vibration with

Scruton number. The following steps describe thpegrmental procedure followed to obtain

these values for both flat orientation and corrmendation.

* Fix the model to the force balance system with aintée flat faces normal to the wind

direction (flat orientation)
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» Determine mass, stiffness, frequency, and damgfitigeosystem

« Calculate the Scruton number for the model

» Test the model over a range of wind speeds, ineceimerementally until the model
vibrates transversely

* Record and note the amplitude of the displacentesdich wind speed

* Record time histories of displacement over the eaofgvind speeds that produced
vibrations with appropriate sampling rate (1000 Bayl duration (30 seconds)

e Compute the Strouhal number and vortex sheddirgéecy as a function of wind speed

» Plot the amplitude as a function of reduced vejottitexplore large amplitude motions

4.3.3. Buffeting Test

The relationship between fluctuating wind velogitythe upstream flow and fluctuating wind
load that it induces on a structure is commonlgmeid to as “Aerodynamic Admittance” [39].
Generally, this relation is determined experiméntsihce the flow around a structure in
turbulent wind is too complex to be handled anabjty. The buffeting indicial functions were
obtained from static wind-tunnel model tests withxgorobe hot-wire that was used to obtain the
horizontal and vertical wind velocity fluctuatioriigure 4-9 shows the experimented setup for

the buffeting test.

<
Wind flow

Figure 4-9. Experiment setup for the buffeting test
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X-probe Hot-Wire Anemometer (HWA)

Hot-wire anemometry (HWA) is likely to remain thenzipal research tool for turbulent flow
studies. Hot-wire probes are available as fouesypf sensors: Miniature wires, Gold-plated
wires, Fiber-film or Film-sensors. Probes are aldé in one, two, and three dimensional
versions as single, dual and triple sensor pro#fesring to the number of sensors [90].

In this study, two-component velocity measuremeeeded to be made. This was
accomplished with a dual sensor probe with two svpkaced in an X-configuration as shown in
Fig. 4-10. An x-probe enables simultaneous measemé&srof two velocity components. An x-
probe hot-wire consists of two inclined wires plctose together to form axX*. For analysis
purposes, it is usually assumed that the two vdrescontained in the same plane. AN-1003,
produced byAAA LAB SYSTEM LT.DPwas used to calibrate the hot wires and to nreataw
fluctuating velocities (see Fig. 4-11).

Sensor A Sensor B

A LI 2

\%1

Figure 4-10. Configuration of x-probe

Figure 4-11. Calibration system for the x-probe-\woe
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The effective velocities Ve and g, ¢ in the hot-wire coordinate system defined by the
sensors can be written in terms of the three-compisnof velocity \, V, and \4 as shown
below [91]:

Vi =V, [Bosa -V, Bina)? + ki (V, Bina +V, [€osa)? +k{ [V, (4.1)
Vaer = (V, Bina +V, [Gosa)® + ki (V, [tosa -V, Bina)® + ki [V, (4.2)
where o = the angle between;\and sensor B

kr andky = empirically determined factors

The coordinates are usually selected such thét ¥ero, andk is zero andky becomes 1
if sensors are sufficiently long [91]. Then, Eq4 4nd 4.2 reduce to:

Vz = (V, [Eosa -V, [Bina)? (4.3)
Vaer =V, Bina +V, [tosa)? (4.4)

Further, ifa is 45 degrees then Eqs 4.3 and 4.4 can be reewads:

N

2
V1 = 7 []\/A,eff +VB,eff) (4-5)

V2 :%EQVA,eﬁ _VB,eff) (4.6)

The x-probe hot-wire calibration curves for théeefive velocities are shown in Fig. 4-12.
In these curves, the best fit lines were determirsidg Excel software, and from Egs 4.5 and 4.6,
the fluctuating wind velocities in along-win andrtreal-wind directions (Y and \4) can be
obtained.
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60
\ y = -0.514% + 6.072% - 25.054x + 35.295
50 \( R =1.000
v 40
e \
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> 30
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-1 -0.5 0 0.5 1 15 2 2.5 3 35 4
Hotwire (Volts)
(a) Sensor A
70
60 A
\ y= -0.44250% + 5.20596% - 21.53795x + 30.56407
S0 \ R® = 0.99995
g 40
5
> 30
20
10 A
0 ?

-1.5 -1 -0.5 0 0.5 1 15 2 2.5 3 35 4
Hotwire (Volts)

(b) Sensor B

Figure 4-12. Calibration curve for the x-probe hate
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Gust generator

A gust generator (see Fig. 4-13) was constructaédi@thin parallel airfoils linked together by a
set of levers that can produce a gust with harmosiillations, thereby generating sinusoidal
horizontal and vertical velocity components. Th#ods have a thickness of 0.75 in., a length of
12 in., and a width of 20 in. and were placed pelréd the flow direction with a 8 in. space
between the two. The gust generator system wasgkaican upstream distance of 6 in. from the
front surface of the cylinder and could oscillaiéva maximum amplitude of approximately +6
degree to produce the wind gust. The x-probe hot-was placed along the centerline and
upstream of the model as shown in Fig. 4-13. Figutd shows a schematic diagram for the

buffeting test model setup.

"""""""""" A
3.5in

— 8 in.

X-probe

hot-wire

(same pland) 0.75 in. thick airfoils
___________________ A 4

) 6in. 12 in.

(a) Angle of attack =90

Figure 4-13. Schematic diagrams for the buffetaxgy t
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(b) o= +6°

(c)a=-6°
Figure 4-13. (Continued)
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transducel

Lift forc

transducers

Figure 4-14. Schematic view of buffeting test
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Force-Balance and Data Acquisition System
The force measurements are accomplished with &gte transducers (Transducer Techniques,
SL 194344 to SL 194350 and SL 194352) that hawagacity of 2.9b each. Four of these were

used for drag measurement and the other four tomosducers were used for lift measurement.

Experimental procedure
Buffeting tests were completed to obtain the buffgtndicial function for along-wind and

vertical-wind directions. The following steps deberthe experimental procedure.

» Calibrate a hot-wire x-probe

» Fix the gust generator

» Fix the 12-sided model into the force balance sysdewnstream of the gust generator

* Place the hot-wire at a proper location downstre&the gust generator

» Test the model over a range of wind speeds, ineteimerementally up to the maximum
force that the force transducers can record

* Record the mean and fluctuating drag and lift ferae the model and the horizontal and
vertical wind velocities using the hot-wire x-proéiea fixed oscillating frequency of the
gust generator

* Repeat the above for several frequencies

» Compute the power spectral density functions feraarodynamic forces and fluctuating
wind speeds

* Obtain the aerodynamic admittance functions forditagy and lift forces by comparing

the power spectral density functions of the fonee wind speed

4.4. Results

From the wind tunnel tests described previouslyesd aerodynamic parameters were derived
such as the static drag coefficient, the slopeeoddynamic lift coefficient, Strouhal number, the
lock-in range of wind velocities and amplitude oftex-induced vibration as a function of
Scruton number. These parameters will be useditatee mathematical model to predict vortex-

induced and buffeting induced response of the HMitBcture.
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4.4.1. Static Test
The wind speeds in this test were varied from2tfi/100 ft/s to yield a range of Reynolds
numbers (Re) from 2.5 x 1@ 2.3 x 16, The drag coefficient £can be calculated from the

measured drag force and mean wind speed usinglibeiing equation.
I:D

Co =7
EDDEUJZDA

(4.7)

where Fp =drag force
p = air density
U = mean wind speed

A = projected area of model

To verify the force-balance system, drag coeffitsdor a circular cylinder was measured
at several Reynolds number and compared with o#fierences. The average difference of drag
coefficient at Re between 4.0x14nd 1.0x1Dwas 2.3%. Figure 4-15 shows the mean drag
coefficient versus Reynolds number (Re) for thdarm dodecagonal shape cylinder. In this plot,
it can be observed that the mean drag coefficiégt for the case of corner orientation increases
until Re equals approximately 1.5%h&yond which it tends to converge to 1.45. Indase of
flat orientation, the gappears to stabilize at 1.56 at approximatelysdree Re. The experiments
indicated that the angle of attack of the windlom ¢ylinder influences the drag coefficient and
also show that the flat orientation results inighgly higher G than that of the corner orientation

at most Reynolds numbers.

2.0
1.8
@ ~
- 1.6 - o.:.. AN Oate WP 900 €00 00 %0 0evp 00 ¢ ° °
8 1.4 P a PN onpe Ao °F o I:“:“:|:II§“|:||:| oot o of PP Y0 oo 0 oo BpBg o8 GoooPo, 0gfg o
S Ll
% 12 |o nnuliﬂu
8 1.0 un;pn“ﬂ““mnnu
(@]
IS i
g o8 — ) —
= 0.6 - o Flat orientation
5] 0.4 4 . .
s Y o Corner orientation
0.2 - Flat Orientation Corner Orientation
o.o T T T T T T T T

2.50E+04 5.00E+04 7.50E+04 1.00E+05 1.25E+05 1.50E+055E#G5 2.00E+05 2.25E+05 2.50E+05
Reynolds Number, Re

Figure 4-15. Drag coefficien€p) for the dodecagonal cylinder
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According to Scruton [92], thegJor a 12-sided polygon with flat orientation i81n
the subcritical region and 1.0 in the supercritregfion. James [63] also conducted several wind
tunnel tests to measure drag and lift coefficiemsarious polygon shaped cylinders. For a 12-
sided cylinder, James [63] found a constant drafficient, 1.4 and 1.2 for flat and corner

orientations, respectively from Re 3.0%16 2.0x16.

Slope of lift coefficient

The mean lift coefficients (G for various angles of attack were obtained ardsapown in Figure
4-16. The ratio of Cand angle of attack were calculated to be apprataiy -0.71tand 0.5 for
flat and corner orientation, respectively. The Reéga number (Re) varied from 9.3 x*16 1.6

x 10 in these tests. The lift coefficient €an be calculated from the measured lift force and
mean wind speed using the following equation.

CL=1 - , (4.8)
> (p - [A

where, E = lift force, and other parameters are describdel. 4.7.

0.3 -
_____ 0.2 1
a
o I»
2 0.1
Q
L
=
[
Q T 1
o
£ -10 10
j
©
[5)
=
-0.2 1 dc
L =-0707 03
03J) da e
Angle of attacka (Degree) Andle of attack (Degree)
(a) Flat orientation (b) Corner orientation

Figure 4-16. Lift coefficient (Q and its slope for the dodecagonal cylinder
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4.4.2. Dynamic Test

A dynamic suspension system was designed to altloglesdegree-of-freedom vibration of the
cylinder along the vertical direction (i.e, the mbd/as free to vibrate transverse to the wind
flow). The model was suspended by a set of eigkali springs, four on each side of the model.
The natural frequency, damping, mass and stiffoétise system is described subsequently in

this section. The tests were conducted for botHl#hend the corner orientations (see Fig. 4-17).

(b) Corner orientation

Figure 4.17 Configuration of test orientation
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Lock-in range and Strouhal number
The model was tested over a range of wind speedsvibuld produce vortex-induced vibrations.
Figure 4-18 shows the response in the lock-in regica freely vibrating cylinder. As shown in

the figure, higher amplitudes were achieved wherrélduced velocity is within a distinct range.

0.20
S 015
Sohe Y
5
g .o
2
S 0.10
©
D
: . .
Y ° Y g
000000 oo o o
0 2 4 6 8 10

Reduced velocity, U/ni

Figure 4-18. Vortex-induced vibration of a 12-sidstinder

The lock-in range and Strouhal numberft) = 0.2) are shown in Fig. 4-19. Lock-in
occurs when the vortex-shedding frequency matdiegatural frequency of the system which
occurs at a critical wind speed and the respongeedock-in region is much larger than that at
normal case. The lock-in region remains over geaof wind speeds as shown in Fig. 4-19.
Hence, lock-in occurs for a reduced velocity betwBand 7.

Figure 4-20 shows the frequency spectrum of theglali®ment response of the elastically
supported cylinder before lock-in (a), at lockdr) &nd after lock-in (c) for the flat face
orientation, wheresfand f, are the vortex-shedding frequency and naturaufaqy of the
cylinder, respectively. This shows that the modebpces greatly amplified displacements when

the vortex shedding frequency matches the natteqUEncy of the system.
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Figure 4-19. Lock-in range for the 12-sided cylindad Strouhal number
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Scruton number
Amplitude of the model is related to the Scrutomber. In order to determine amplitude versus
the Scruton number (Eq. 2.5), several parameters ieguired, including: the inertial mass,

stiffness, natural frequency, and system damping.

s, =M
oD

where, m = mass per unit length

(2.5)

{ = critical damping ratio
p = flow density

D =cross-wind dimension of the cross-section

The inertial mass, stiffness and natural frequdaocgach case were determined using the
added mass method. To test multiple specimenseahttdel with different mass, pairs of
commercially available C clamps with different walig) were clamped to the previously
described plastic end plates. A total of five pairslamps and one thin steel plate were used. The
clamps and the plate were attached to the plastipktes in opposite directions of the cylinder
to avoid introducing torsion in the model. The systdamping for each case was determined
experimentally using the logarithmic decrement rodthrigure 4.21 shows the photographs of

the system for the multiple specimens with addedsmesing pairs of C clamps.

The system natural frequency can be expressed as,

a)n:\/K or a),f:£ or izzm (4.9)
m m w, k

n
whereg o, = the natural frequency of the system

k and m = the system stiffness and mass, respectively

The above equation can be expressed in termeafdtied mass (M,

_m+M,

1
P K (4.10)
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Table 4-1 summarizes the added mass and corrasgamatural frequency and damping
ratio. A plot for the added mass versus the invefgabe square of the circular frequency is
shown in Fig. 4-22 along with a best-fit line. Tigure shows that the inverse of the square of
circular frequency is linearly proportional to théded mass. The intercept in y axissi/at
added mass of zero) and slope of the best fivliag determined to be 0.000504 and 0.00264,
respectively. The square root of inverse of thertept value was then determined to be 44.54
rad/sec. The stiffness of the system was calculatée 378.77 Ib/ft by inversing the slope. The
inertial mass of the system (without added massesobtained simply using Eq. 4.10 as 0.19
slugs. Table 4-2 lists the system frequency, g#ffnand inertial mass that were calculated using
the best fit line.

Note that the inertial weight of 6.15 Ib is greatean the weight of the model (4.48Ib)
because of accessories attached to the modeln&hél mass per unot length (m) was
calculated for each ‘added mass’ case by addinghtignitude of the added mass to the inertial
mass of the ‘zero added mass’ case and Scrutoneruoreach ‘added mass’ case was
calculated (Eq. 4.10). The inertial mass per wrigth damping and corresponding Scruton
number for each case are listed in Table 4-1.

Scruton number for each of added mass was calculated using Eou2ts and the
reduced amplitude gD, maximum amplitude / diameter of the model) whtained from the
measurement when the maximum displacement occurhedbest fit line was also plotted and is
shown in Fig. 4-23. The equation for the bestitfi¢ was derived similar to the empirical formula

by Griffin et al. (see Eq. 2.6) for circular cyliedand expressed as:

Yo _ 191
D [1+ 0720807 [8°[8,)]**’

(4.11)

where Yy, = maximum amplitude
D =cross-wind dimension of the cross-section
S = the Strouhal number

S. = the Scruton number
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(e) Case 3:15.4 Ibs (f) Case 6: 19.7 Ibs

Figure 4-21 Multiple specimens with added massgupairs of C clamps attached to the end plates
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Table 4-1. System frequencies with added mass

Weight Added Weight | Total weighf Total mags Frequency Frequd nc)zllc)2 amping rg Inertial mass sc
kg kg b b slugs Hz radis | Sirad % slugs
2.03( [t 0.0 4.48 0.14 7.1p1 44193 0.000495  0.186% .191 0.858
3.014 0.98 2.16 6.64 0.p7 6.(88 38.25 0.009683 0.384% D.258 1776
3.679 1.642 3.62 8.10 0.11 5.437 35.42 0.004797 0.139% D.303  1.024
4.653 2.62p 5.78 10.26 0.8 5.427 34.21 0.000964 0.145% 0p.37 1.303
5.359 3.329 7.34 11.82 0.p3 4.181 33.04 0.001108 0.158% 9p.41 1.605
6.339 4.309 9.50 13.98 0.80 4.434 21.86 0.001288 0.221% 6[0.48 2.606
7.10] 5.071 11.18 15.66 0.5 4.209 26.45 0.00§430 0.167% 38)0.5 2.182
8.08]] 6.051 13.34 17.82 0.41 3.977 24.99 0.001601 0.200% 050.6 2.941
9.024 6.994 15.42 19.90 0.48 3.181 23.75 0.001772 0.176% 7000.6 2.870
10.004 7.974 17.98 22.06 05 3.607 22.66 0.00§947 0.175% 737)0. 3.140
10.957 8.92y 19.48 24.16 01 3.459 2]1.73 0.00p118 0.186% 802[0. 3.618
11.927 9.89Y 21.42 26.80 068 3.326 2(3.90 0.00p289 0.186% 8690. 3.925
12.807 10.77) 23.16 28.p4 074 3.217 2(0.21 0.00p448 0.p11% .9290 4.767
0.0030
0.0025+
0.0020 1
N.
2 0.0015
i
0.0010
y = 0.002640x + 0.000504
2
0.0005- R™ = 0.999894
OOOOO T T T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Added mass (slug)

Figure 4-22. Inertial mass identification of cylerd

www.manaraa.com



99

Table 4-2. Adjusted system frequency and mass

Frequency Frequency| Stiffness Inertial mass Weight
rad/s Hz Ib/ft Slugs Ib
44.544 7.089 378.769 0.191 6.147
0.20
® Experiment for a 12-sided cylinder
2 0.15- — Fitted equation for a 12-sided cylinder|
§ — Giriffin et al. for a circular cylinder
E' Yo _ 1.91
< 0107 _— D [1+0.720(80k’ (52 (5 ]2
S Yo _ 1.29
& 0.05 [1+0.430(8%* [B,” [5,)]**
0.00 T T T T T T T T
0.5 1.0 15 2.0 2.5 3.0 3.5 4.0 4.5

Scruton number, Sc

5.0

Figure 4-23. Scruton number vs. maximum amplitudele 12-sided cylinder

4.4.3. Buffeting Test

The relationship in the frequency domain betweenpibwer spectral density of turbulence in the

upstream flow and the power spectral density adtélating wind load that it induces on a

structure can be defined in terms of an aerodynaunhigittance that is a function of the reduced

frequency. A similar relationship in the time domaan be defined in terms of buffeting indicial

functions. Generally, these relationships neecetddtermined experimentally since the flow

around a structure in turbulent wind is too compteke derived analytically.
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In this study, the aerodynamic admittance funatifom drag and lift forces were obtained
experimentally from the static wind-tunnel modedtte A hot-wire x- probe was used to obtain
the horizontal and vertical wind velocity fluctuats and force transducers were used to
simultaneously measure the aerodynamic lift or draghe model. As described previously, a
gust generator was fixed upstream of the modeétwrate a sinusoidal gust, with vertical and
horizontal velocity fluctuations, at a fixed frequoy. The power spectral density functions [36]

for the buffeting forces in along-wind and latenahd directions are follows:
_ A 2 2 (n)
Sir (M = (G U [A [Cp)* B2 (5 (n) (4.12)

4[S (n)

Sy (0 =L U2 AC, + L2 3.2 (0) (4.13)

where F - (n) andSFva (n) = power spectral density function for the along and
lateral buffeting forces, respectively
S,,(n) andS,, (n) = power spectral density function for the along and
lateral-wind velocity fluctuations respectively
Xﬁ(n) andxwz(n) = aerodynamic admittance function for along and

lateral forces, respectively

Figure 4-24 shows the aerodynamic admittance ifumeicalculated from the buffeting
wind-tunnel tests. The frequency of the gust ganeind the wind speed were both chosen to
obtain a range of the reduced frequency (K) frod®8.to 1.5. Specifically, the frequency of the
gust generator ranged from approximately 0.2 t@4vHile the wind velocity varied

approximately 5 ft/s to 65 ft/s.
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Admittance function, xw’(K)
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Figure 4-24. Aerodynamic admittance functions folodecagonal cylinder
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5. TIME-DOMAIN MODELING FOR COUPLED BUFFETING
AND VORTEX-SHEDDING INDUCED RESPONSE

Various aerodynamic parameters from wind tunneirtgsvere used to develop the time-domain
mathematical model which is discussed in this arafthe coupled buffeting and vortex-
shedding induced response of the HMLP as predlnydtie time-domain model is compared

with the data from long-term monitoring.

5.1. Identification of Buffeting Indicial Function from Admittance Function
The relationship between fluctuating wind velogitythe upstream flow and fluctuating wind
load that it induces on a structure is commonlgmeid to as “Aerodynamic Admittance” [39].
The relationship in the frequency domain betweenpidwer spectral density of turbulence in the
upstream flow and power spectral density of fluthgawind load that it induces on a structure
can be defined in terms of an aerodynamic admiétdinat is a function of the reduced frequency.
A similar relationship in the time domain can bdirkd in terms of buffeting indicial functions.
An expression, known as Sears’ function (see Ef), for the aerodynamic admittance of
a thin symmetrical airfoil was theoretically derivBy Sears [41], and Liepmann [42] suggested a
somewhat simpler expression (see in Eq. 2.8). dskes [43 and 44] verified the Sears’
theoretical plot experimentally for an airfoil agdve a simple approximate expression (see Fig.

2-8) as defined in Eq. 5.1. The approximate formaarodynamic admittance function for lift

force, %2, (K) , on an airfoil is given as follows [46]:

1 _
1+5[K

whereg K =reduced frequency =mc /U

12 (K) = o(K)|* (5.1)

¢ = chord length of an airfoil
U = mean wind velocity
®(K) = Sears’ function

The Sears’ function and the derivative of the hirffgindicial function for lift force with

respect to ‘s’,qo;v(s) =A e + A [@™*  where A to A, are constants, and ‘s’ is non-
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dimensional time defined as U-t/c, are related diyrier Transform. The Sears’ function can be

expressed in terms of a complex form as follows:

_ -IKD | AKX AK L ADA,  ATA
GJ(K)—{(”W(U)B‘& ma_(A§+K2+Af+K2j i A22+K2+A42+K2j (5.2)

Thus, the following relationship can be shown udtigg. 5.1 and 5.2 as:

Ki00= e =lor =[2G A 2i ] e
AZ+K2 AZ+K AZ+K2 AZ+K

Commercially available software, Origin, was ugefind the constants Ao A, which
satisfy Eq. 5.3. The constants & A, were determined as:; A 0.053, A =0.122, A=0.515
and A, = 0.972. The derivative of the buffeting indiciahction as derived here for an airfoil lift
force matches closely with the derivative of Kiisdnaction (see Eq. 5.4) [46] validating the
procedure used here to identify the constants.aEnedynamic admittance for drag force on a flat
plate was shown in Eqg. 2.9. Based on the same rcathprocedure as above, the derivative of

buffeting indicial function for drag force on afflalate can expressed in Eg. 5.5.

@.(s) = 0.0650& " + 0,500 (5.4)

¢, (s) = 0.075& %% +1.794[ 2115 (5.5)

The same numerical procedure can be applied tm#asured admittance functions for
lift and drag forces can be used to obteg(s) and ¢, (s) for the dodecagonal cylindrical

section so that these functions can be used tagptaaffeting response of HMLP outlined later

in Section 5.4.
5.2. The Derivative of Buffeting Indicial Functionfor a Dodecagonal Cross Section

Aerodynamic admittance functions were defined eari Section 4.4.3. The derivative of

buffeting indicial function for a dodecagonal cregstion can be derived based on the procedure
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discussed in Section 5.1.1. Thus, the followingtiehships similar to Eq. 5.3 can be derived

from the aerodynamic admittance function of thigpghas derived in Ch. 4.:

PSS REC SN B
1+22580K | AZ+K? AZ+K AZ+KZ AZ+K

Xu(K) = : =( ?iEKz"’ ?SEsz +( éimzz"' A;D%Zj (5.7)
1+10050K | AZ+K? AZ+K AZ+K? AZ+K

The constants Ao A, in Eq. 5.6 were determined as; A0.060, A =0.183, A=0.85
and A, = 1.309 for drag force. For lift force, the comgtaA, to A, in Eq. 5.7 were determined as:
A;=0.0086, A=0.0124, A=0.0695 and A= 0.2563. If a third-order exponential decay
function of the buffeting indicial function is usé@tstead a more accurate form of the function
could be derived.

The second-order and third-order forms of the egptial decay function used to model
the derivative of buffeting indicial functions fdrag and lift forces on a dodecagonal cylinder are

compared as follows:

¢, (s) = 0.060& 1% + 0,8500& %% (5.8a)
or
¢,(S) = 0.007[&°%% + 0,943 7% + 0,123 0% (5.8b)
@, (S) = 0.009[& %% + 0,069[& 025 (5.9a)
or
@, (S) = 0.0042[&°%7 + 0.10020& °761% + 0,0201& 0% (5.9b)

Figure 5-1 shows that the magnitude of the comitiag-order exponential decay
functions more closely match the original admit&functions used to derive the indicial

functions.

www.manaraa.com



105

1.0 \..
0.8 g
c lll
g “n,
2 "
S 06 I .
3 ey ,
g S |
£ 04
5
< ® Root square of admittance function
027 | a Magnitude of complex form: 2nd order
® Magnitude of complex form: 3rd order
OO T T T T T T T T T
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Reduced frequency, k =wD/U
(a) Drag force
10=
® Root square of admittance function
0.8 A Magnitude of complex form: 2nd order |
_§ t * Magnitude of complex form: 3rd order
[&]
5 06
]
8 n
g o4
S i“.
< '
A
0.2 “$0a,,
RN O
0.0 T T T T

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Reduced frequency, k =wD/U

(b) Lift force

Figure 5-1. Admittance function
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5.3. Simulation of Turbulent Wind Velocity
The turbulence components of wind velocity in alevigd (u) and lateral-wind (w) directions
can be generated mnumber of locations along the height of the HMLdthg wind velocity

spectral density functions [93 and 94] using E05.

u, (tyor w, (t) = Zm:i|H” (@) 20w, Tosfyt +6, (w) +¢ ] fori=1,2..,m  (5.10)

1=1 k=1

whereg H, = the (, I) entry of the matrid which satisfies wind

spectrum,S=H EﬁT

ﬁT = the matrix transposition of the complex conjugatel

Aw, = the chosen frequency intervals

6 (@) =tan™[Im{ H, (@)} Re{H, (@) }]
Im{ H, ()} = the imaginary component &, (c,)
Re{H,(w.)} =thereal componentdfl, ()

4 - the random phase angles from its unit uniforntridbistion
between 0O and2(1=1,2,...,m;k=1,2, ..., N
N = the number of discrete frequencie , over the range of

the wind spectrum

Samples of time histories generated by Eq. 5.1@r@eeented in Figs. 5-2 and 5-3. The
turbulence intensities at 33ft for both along-wartl lateral-wind directions were determined to
be approximately 14% from long-term monitoring d@tee Ch. 3). The empirical equations for
wind turbulence power spectral density (Egs. 5drich5.11b) mentioned in Simiu and Scanlan
[39] were used for the simulation. The followingiedles or parameters were also considered for
the simulation: U(Z) from Eg. 3.2,(F) and |,(Z) from Eq. 3.3 (exposure coefficient, ¢ = 0.14 fo
both directions)p = 6.0, exponential decay coefficients used fospeetra @= 10 and 6.67 for
along-wind and lateral-wind direction, respectividge Eq 5.12) [39], time incremehtt = 0.1s,
maximum simulated time |, = 60s, frequency incremeat = 0.1Hz, maximum frequency,f,
= 12Hz.
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nis,,(zn) _  200f

nis,,(zn) _ 15f
u2 - (1+ 95f )5/3 (Sllb)
where n = frequency

S,(znands,, (zn) = wind turbulence power spectral density functions

in along-wind and lateral-wind directions,

respectively
2 2
u? =square of friction velocity =
| = turbulence intensity
U = mean wind speed
[ = independent wind paramete6 for open terrain

f =reduced frequency%—Z

z = elevation from ground

S, (n) =S () 5, (n) Toh, (n) (5.12)

where S\j (n) = cross-spectra between two pointsi and j

S (n)and S,— (n) =wind turbulence power spectral density functions
in along-wind and lateral-wind directions at

specific height i and j, respectively

Coh, (n) = square root of the coherence functioe™

fo- decay variable _1n C, EI121 B 22|
E[U (Z:L) +U (Zz)]

C, =exponential decay coefficient
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Figure 5-2. Simulated turbulent wind velocity im@g-wind direction

at a mean wind speed of 35 ft/s
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Figure 5-3. Simulated turbulent wind velocity indeal-wind direction

at a mean wind speed of 35 ft/s
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5.4. Response of HMLP

Figure 5-4 shows the aerodynamic forces on a stengmort structure at height z. Based on the
guasi-steady theory, the buffeting forces are simgliated to the wind velocity fluctuations.
However, these forces per unit length of the stmactan be expressed in terms of the

aerodynamic admittance functions since the quasidsttheory does not hold in practice.

U(z, H)+u(t)
ag

V(1) w(t)

Figure 5-4. Aerodynamic forces on a slender supgtautture at height z

F;(t)zémuﬁ DT, Gz‘ljﬂm(n) (5.13a)
()= -2 5 U7 DG, +C) 1, () (5.13b)
where u(t) and w(t) = the wind velocity fluctuations imet along-wind and

across-wind directions, respectively.
y2(nandyZ(n) = the aerodynamic admittance functions for dragldénd

forces, respectively.

C, =dC /da, a is angle of attack (see Fig. 5-4)

The power spectral density functions for the birifigforces in along-wind and cross-
wind directions were derived and shown earlier@s.&.12 and 4.13. In the time domain, the

same buffeting forces in terms of non-dimensioimaéts = U-t/D can be expressed as follows:

F(s)=pUIDICT, Ejs'[u(a) [, (s- o) Wo (5.14a)
F/(9 =2 HUIDIC, + C,) [f[w(0) %, (s-0)) o (5.14b)
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where g (s)and g, (s) = derivatives of buffeting indicial functiong, (s) and

@, (), respectively

5.4.1. Along-Wind Response

For the along-wind response of the HMLP, it hasobee conventional to separate the time-
dependant force into self-excited component (d&)eénced primarily by the mean speed of the
incoming flow and buffeting (b) component due te thrbulence in the incoming wind flow.
Thus, the drag force per unit length could be regméed as the sum of a self-excited component

and a buffeting component:
F*=FX+F (5.15)
The buffeting force component in along-wind difectcan be expressed as in Eq. 5.14a

while the self-excited component can be expressed)a flutter derivative [95]:

FX(0) =§Dotw 2 [D (K [P, %] (5.16)

whereg K =the reduced frequencyeD/U
pl* = non-dimensional function of reduced frequencyealuced velocity

known as flutter derivative = -2K in Quasi-steady form as used here

Thus, the along-wind response for the HMLP caodleulated using Eq. 5-17.

L
2) B*(zt) @z
y . 2 _([qqx( JE (21 : (5.17)
g; (t) + 26,0, () + o/ q; (1) = M 1=1,23,...
where g = generalized coordinate in along-wind directionimode

7, = damping ratio inl mode

«, = circular frequency infimode
¢'(z) = x component of normalize mode
M, = generalized mass it mode

F* = distributed x component drag force

x(z,t) = along-wind response %(pﬁ (2) tg, (1)

i=1
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Figure 5-5 shows the maximum values of the strasge for response in along-wind
direction as simulated for a period of 60 secomdsvind speed varying from 5ft/s to 55ft/s in
increments of 10ft/s. As shown in this figure, Himulated stress range seems to be proportional
to the square of the mean wind speed and gene@itpares well with the mean field data at
most wind speeds. It certainly falls within the elope of+3 times the standard deviatias) ©Of
the raw data from the mean stress range at eachspiged as shown by dotted lines in Fig. 5-5.

Appendix A describes the algorithm to simulatedlmng-wind response using MATLAB.

8
— o Mean fielddata e Simulated data
ng o"
® -=-=-- 130 e’
2 ST
94* BPSC 600 °
1 - ™ O O
0 L. " e 0000
%] - 0©0 -
2 .—""" ooOoooo. ___-"'—-
0-0"0'9000000. ---------
O hd T T
0 5 10 15 20 25 30 35 40

1 min. mean wind speed (mph)

Figure 5-5. Simulated stress-range in along-wiinelotion

5.4.2. Across-Wind Response
For across-wind response of the HMLP, it is conioeratl to separate the force into self-excited

(se), buffeting (b) and vortex shedding (v) comptuaes given below:

FY=F)+F)+F/) (5.18)

The buffeting component in lateral-wind directisrexpressed as in Eq. 5.14b while the

self-excited component can be expressed usingtarflderivative [95]:

Fs‘é(t)=%EbmJ2ED[[]K H: Gg—] (5.19)

whereg K =the reduced frequencyeD/U

Hl* = non-dimensional function of reduced frequencyealuced velocity
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known as flutter derivative = -¢g&C,") /K in Quasi-steady form as

used here

Scanlan’s Van-der Pole Oscillator model [39] wasdufor calculating the vortex-

shedding force.

2 . -
FY (1) :%QJWJ 2p EEYl E(l—gElé—z) E-|U¥+Y2 %+CL $inw, +¢)} (5.20)

where Y;ande = self-exited damping parameters
Y, = linear aeroelastic stiffness parameter

{;L = rms oflift coefficient

(') = derivative with respect to time

Y& Y, and C~3L are aerodynamic functions of reduced frequencgt Kck-in wind

speeds and xyand 5L were ignored here since these have negligibletsfien the response [39].
The aerodynamic damping parametersaide are functions of Scruton number (see Fig. 5-6)
during “lock-in". These were extracted from windhiel experimental observations of steady-
state amplitudes of the model at “lock-in" based=gn 5.21 [39].

20

15+
Y, =6.052313-Sc + 0.454600
R? =1.000000

=
o
L

Y1 and Log §)

Log(e) = -0.02662-Sc+ 0.25673-Sc- 1.05244-Sc+ 2.82069-Sc - 0.08741
R?=1.00000

o T T T T T T
0.0 0.5 1.0 1.5 2.0 25 3.0 35

Scruton numbe§, = —

Figure 5-6. Aerodynamic damping parameters duriagk-in”
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1/2
Yo _ o Y, =875, [§ (5.21)
D ey,
where, % = reduced amplitude
S. = Scruton number _mCZ ,
pD

= mass per unit length
= damping ratio

= flow density

O 0 o~ 3

= cross-wind dimension of the cross-section

—S

S = Strouhal number SD

—h

s =vortex-shedding frequency

U =mean wind speed

The across-wind response for HMLP can be expressed

L
Y(2) B*(z,t) [z
. ) 2 J;W (2 (21) . (5.22)
I () + 28,0,1 () + o1 (1) = v 1=1,23,...
where r, = generalized coordinate in across-wind directioil'imode

@ (2 =Yy component of the normalize8iinode shape

1 . N
v = across-wind responseX: ¢’ (2) I, (1)

i=1

Once the self-excited and vortex shedding compisnare transferred to the left side of

Eq. 5.22, the equation of motion can be written as:

[o @B )z

B (1) + 20, OIC; + {5+ + 2] +oln () = 2 M =12,

(5.23)

where ¢ = structural damping
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Zia,se = self-excited induced damping

j; [pU DOC, +C,) @ (2)* @z (5.23a)

0

200 M,

Jat = vortex induced linear damping

j; [p U D LY, O [tz (5.23b)

= 0

2 M,

72 = vortex induced nonlinear damping

JE; [p Q(ﬂy(ZI;D'I)Z RaIY(Z)Z [tz (5.23C)

20 M,

The amplitude of the across-wind response couldrbedarger if the total damping is

negative while it could become smaller if the tataimping is positive. Eq. 5.23a brings negative
damping in the case of 12-sided cylinder (flat ot@ion) because(, +C'L) is negative in the
equation. Eq. 5.23b also brings negative dampinigevityy. 5.23c¢ always brings positive damping.
In Eq. 5.23, the total damping would be controbgdstructural damping(, ), self-excited

a,se

induced damping{***) and vortex shedding induced linear dampigg'{") while Eq. 5.23c

(Z2'?) controls the amplitude of the vibration; ¥nde can be obtained from Fig. 5-6 at “lock-

in”, when the reduced frequency, K, is betweend aor the ratio offf, is between 1 and 1.4
while it was assumed that, inde are zero at out of “lock-in”.

When r is small, the quadratic terfris negligible and the structure becomes a linear
differential equation with a negative damping. Atiately, when r is large, the terfbecomes
dominant and the damping becomes positive. Oncethbedamping is negative, the amplitude
of vibration is controlled by Eq. 5.23c.

Figure 5-7 plots the total aerodynamic dampingioedi by self-excited forces and vortex
shedding induced forces and negative of the stralctiamping as given in Eq. 5.23 for first to
fourth modes of vibratior{(* to {4%). The aerodynamic damping increases linearly witidw
speed. The peaks represent the damping inducedrigxwshedding component in “lock-in”

region. Peak of aerodynamic damping in second madeeds structural damping in second
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mode for wind speeds of 6.2 — 6.8 mph. Peak ofdg@@mic damping in first mode exceeds at
wind speed of approximately 30 mph and buffetint) e significant at this speed.

Second moc

Third modt¢

Aerodynamic damping ratio (%)

First mod:

624_\\7‘ 6\8 | | | |

Wind speed (mph)

--- First mode structural damping,

--- Second mode structural dampiiig,

--- Third mode structural damping
Fourth mode structural damping,

— First mode aerodynamic dampidgf;

— Second mode aerodynamic dampiid,

— Third mode aerodynamic dampirig®

Fourth mode aerodynamic dampitgf;

Figure 5-7. Aerodynamic damping induced by vorteedsling and self excited components

Equation 5.23 can be solved by commercially at#elaoftware, MATLAB. Figure 5-8

shows the simulated stress-range in lateral-winection for a period of 60 seconds for a range
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of wind speed from 2.5ft/s to 50ft/s with an inceamhof 2.5ft/s. As shown in this figure, the
simulated stress range outside the “lock-in" rasgems to be generally proportional to the
square of the wind speed and it lies withBs of the mean raw data. The simulated data show
smaller stress-range than the average field danTaximum stress range was determined as
3.82 ksi at 6.6 mph wind speed which is close gortfaximum stress range of 3.74 ksi observed
in the field at that wind speed. The simulated di&&athe field observation also shows second
mode vibration within 3-8 mph wind speeds. Apperlidescribes the algorithm used to

simulate the cross-wind response using MATLAB.

8 —
— ----130 - - - - peakfield data e
Q 67 ¢’
° © Mean field data  ® Simulated data _ . - 0o
()} - o o0
G 4 'y 'a" 000 oo. ¢
% ," M Pl OOO )
%) R . '_v o (o] °
o 2 2 - ,000 o ®
5 e oOOoooo o °®
50 0000000°°° T g e e
012e o 9o o 9 T T T T T
0 5 10 15 20 25 30 35 40)

1 min. mean wind speed (mph)

Figure 5-8. Simulated stress-range in across-direttion

Total time of simulation plays a significant ratethe modeling for across-wind response
because it takes time to reach a steady-statembldeling for across-wind response was
conducted for 60 seconds which may not be enoughdifficult to figure out the time needed to
reach a steady-state by aerodynamic damping comsrieo minimize the simulation time, a
reasonable initial displacement (in generalizeddioate) or velocity was used in the model.
Relatively small or large initial displacement iretmodel could not produce the steady-state
visually within the time of simulation (see Fig9%-and thus several trials were be made to find a
reasonable value.

The appropriate initial displacement determinedrfrall the trials for achieving steady-
state within 60 seconds in the model and the refilte steady-state (second mode, 1.3 Hz)

simulation achieved at a wind speed of 6.6 mphft(8)74s shown in Fig 5-10.
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Figure 5-9. Stress induced by aerodynamic dampittgdifferent initial conditions
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6. FATIGUE LIFE ESTIMATE

6.1. Statistical Analysis
The total fatigue damage from narrow-band vibrafmmall possible mean wind speeds can be
obtained by combining the probability density fuantfor the mean wind speed represented by

Weibull distribution and Rayleigh distribution [41] the fraction of time t during which the
mean wind speed falls betweé&h and U +5 U from a given direction iy, (U) [BU [8D .

Then he fraction of fatigue damagea;Bhat occurs within this range of wind speed igias
[47]:

_v, mmu(z)mu B0 3 )"

where, Dy =amount of fatigue damage generated in a rangénaf
speed,U andU +6 U
y; =one half of the natural frequency of a structure
(fy = 0.33 Hz and,f= 1.3 Hz, see Table 3-4)

t =total time of wind exposure

Dy

Elr(g+1) (6.1)

fu(U)-6U-3D = Probability density function for the mean winasd from a

given direction represented by Weibull distribution

o 2]

, Where k and ¢ are obtained from long-term moiritpr

k =the shape factor = 2 (obtained from Fig. 3-21)

¢ =the scale factor = 11.1 mph = 16.3 ft/s
(obtained from Fig. 3-21)

K = constant (K= 3.908xfksi"*= N-S"for a zero mean stress),
Category E’ [96]

oD = fraction of the time that wind is from a givemeatition

N =the number of cycles to failure at S

S = constant amplitude stress (>2.6 ksi at zero nsgass),
Category E’ [96]

m = conservative value (exponent of S-N curve) = [9
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o = standard deviation of stress at a particular U

I'(x) =the Gamma Functiorf,(g +1) =1.329 withm =3

The total fractional fatigue damage expectednrett considering all mean wind speeds

between 0 ando from a given wind direction can be found from:

D=V BI2)"
K

m 00
EII'(E+1)D§DEJ'Ume ) @u (6.2)
0
If Din Eq. 6.2 is set equal to 1.0 (i.e., theatdatigue damage has resulted in failure),
then, this equation can be rearranged to solve(foil,wer), the lower or a conservative limit of

the fatigue life in years:

T K /(365 24x 3600

lower Y
Ve OW2)" DT(r;+1) o, (U) WU
0

(6.3)

The probability for the mean wind speed to occithiw a certain range along a certain
wind direction can be also estimated from Fig. 3atfich also provides the probability of wind
that can occur in specific wind directions. As aample, percentage of occurrence in a specific
direction and its opposite direction (i.e., SSE ANIV) is calculated to be approximately 19.7%.
Figure 3-18 shows similar probability of the meandvspeed in each wind direction and the
same probability for a certain range of mean wipeksl at each given direction was used. The
probability values (i.e., 0.197 for SSE and NNW& 3able 6-1) obtained from Fig. 3-18 for all
wind directions need to be used in Eq. 6.3. Fotexoshedding vibration, it was assumed that the
stress range remains constant in a range of wieeldspetween 3 and 8 mph based on observation
during long-term monitoring.

A nonzero mean stress also affects the fatigad9if]. The number of cycles to fatigue
failure and the constant amplitude fatigue stressadjusted for any nonzero mean stress that
occurred for along-wind response. The number ofesyto fatigue failure for any nonzero mean
stress, I can be defined [97] in Eq. 6.4 and the maximuramsestress at 5.75 ft from the pole

base in along-wind direction at various wind spesdhown in Fig. 6-1.
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Table 6-1. Wind direction probability

Wind direction Probability
N or S 13.78%
NNE or SSW 10.23¢
NE or SW 8.24%
ENE or WSE 9.469
EorWwW 11.83%
ESE or WNW 11.249
SE or NW 15.50%
SSE or NNW 19.729

Sum 100%
1/b
N, :(1—0—_(“j <N, (6.4)
O
where, G, = Mean stress (a function of wind speed, see Fig. 6

J'f = the fatigue strength coefficient (1036 Mpa = 1&iGkr A588) [98]

b =the fatigue strength exponent (-0.123 for AS&B)]

N,, = the number of cycles to failure for zero mearssr(2.23x1() [96]

8.0

B Mathmatical calculatic

7.0

6.0

5.0

4.0

Mean stress (ksi)

om= 0.00197-8+ 0.00010-U "\

3.0
2.04

1.04

0.0
0 10 20 30 40 50 €0

Mean wind speed, U(ft/s)

Figure 6-1. Mean stress versus mean wind speed

www.manaraa.com



123

Figure 6-2(a) shows typical S-N plots for metattiaterials as a function of four different
mean stress levels. An increasing mean stress withie given stress amplitude results in
decreased fatigue life. Mean stress effects igdiatican be also represented in terms of constant-
life diagrams as shown in Fig. 6-2(b). While tHe lplots developed by Soderberg, Goodman and
Gerber [97] are given in Egs. 6.5a, b and c, raspdyg and the equation by Soderberg, which is
the least conservative among the three equationsn(¢pwest fatigue life), was used to adjust the

stress amplitude for a nonzero mean stress.

. o (6.5a)
Soderbergelation:c, = o, 11-—"
(&}
y
Modified Goodmarrelation:c, = o, Eﬁl—c—m] (6.5b)
Ots
2
Gerberrelation:s, = o, 1-Sm
o, (6.50)

where, c,andoc,, = the stress amplitude for a nonzero and a zerm Isieess,
respectively
csyand o, —@ yield stress (345 Mpa = 50ksi) a tensile st(é86 Mpa =
70ksi) for A588, respectively [98]

“T.I
rrml > ‘Tm:l > rrm& - lITl'r'll.
“Th
Soderberg
log N, T o, Ty
(a) Typical stress amplitude-life plots (b)rStant life curves for fatigue loading

Figure 6-2. Stress amplitude for different nonzeean stress values [97]
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Thus, K in Eg. 6.1 is adjusted for a non-zero m&tagss for buffeting response in along-

wind direction while the mean stress is zero fdifdting and vortex shedding response in lateral-

wind direction. The fatigue life estimations foresjfic locations are described in Table 6-2 and

Fig. 6-3. The total damage due to buffeting waeieined to be very small and it could be

ignored while the total damage due to vortex shagldias significant. The total fatigue life

(lower limit) due to wind induced vibration for SWas calculated to be approximately 13.6 years

(see Table 6-2(a)). The stress ratio between tleeljase and an elevation of 5.75 ft is 1. 836

=1.03 Xo4 5751 Based on stress at the pole base, the totak liiwit fatigue life was calculated
to be approximately 12.5 years.

Table 6-2. Fatigue life estimation

(a) S10
6 | Gmax Along-wind direction Lateral-wind direction
Wind directior] (Buffeting) (Buffeting) (Vortex shedding)
(Along) (Lateral) (0 < Uy < infinite) | (8 mph < Y < infinite)| (3 < Uk < 8 mph)
N+S 0.86 0.50D 1.04E-05 4.09E105 0.012700
NNE +SSW 0.60p 0.793 3.14E-p5 1.05H-05 0.003300
NE + SW 0.259 0.96b 4.62E-pP5 6.47E}07 0.004202
ENE WSE 0.131L 0.991 5.75E-P5 9.52E}08 0.000030
E+W 0.50( 0.86/5 4.75E-05 6.72E406 0.0021100
ESE + WNW 0.798 0.609 1.54E-pP5 2.56E}05 0.001900
SE + NW 0.966 0.25P 1.59E-p6 6.40E}05 0.019800
SSE +NNW 0.991 0.131 2.57E-p7 8.81E05 0.024200
Sun 0.00021p 0.000287 0.073232
Total damage / year = 0.073679
Fatigue Life (years) = 13.57
(b) S12
6 | Gmax Along-wind direction Lateral-wind direction
Wind directiory (Buffeting) (Buffeting) (Vortex shedding)
(Along) (Lateral) (0 < Uy < infinite) | (8 mph < Y < infinite)| (3 < Uk < 8 mph)
NorS 0.50 0.86p 5.53E-D5 1.81E}06 0.003200
NNE or SSW 0.79B 0.6(19 1.40E05 5.38H-06 0.0064400
NE or SW 0.96p 0.259 8.46E-D7 7.82E}06 0.009300
ENE or WSE 0.991L 0.131 1.24E07 9.71H-06 0.011600
Eor W 0.86¢ 0.50p 8.89E-06 8.09E{06 0.009600
ESE or WNW 0.60p 0.793 3.44E-P5 2.67H06 0.003200
SE or NW 0.259 0.966 8.70E-pP5 2.83E}07 0.004337
SSE or NNW 0.131L 0.9941 1.20E04 4.62H-08 0.009055
Sunj 0.00032p 0.000086 0.042692
Total damage / year = 0.043048
Fatigue Life (years) = 23.23
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Figure 6-3. Directional fatigue damage

This fatigue life calculation was obtained for tgecific wind directions opposite to
each other along which the overall frequency oluo@nce of “lock-in” wind speeds of 3-8 mph
for the second mode of vortex-induced excitatiomentbe most dominant. However, there are
other possible wind directions along which a coration of vortex-shedding and buffeting
induced vibrations could result in similar fatigl@mage.

The calculation of fatigue life presented herbased on the assumptions of well-
behaved climate and perfect material. HMLP locatedimates that are not well-behaved, and
are therefore subjected to higher wind speedswaidlence more frequently than considered
here could see a reduction in its fatigue life teatimated here. Likewise, if there are material
deficiencies in the weld including defects suclmésrocracks, slags, residual stress, etc.,
resulting in stress concentration or there is rédndn material strength from extreme
temperature cycles that could occur in cold clirmdken the fatigue life could be also reduced.
The sequence of wind loading can also play an itaporole, for example, if the HMLP has
already experienced significant fatigue damageesydle to vortex shedding and buffeting at
relatively low wind speeds then the same struotugeld be prone to fail earlier than the
estimated fatigue life if extreme wind speeds odoteven a short-term duration during the later
part of its life.

A parametric study with different structural projes of HMLP and located in different
wind zones than the one considered here is heedeskess the proper roles of buffeting and

higher mode of vortex-induced excitation in fatigimnage. The time-domain model developed
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here for predicting coupled response of a HMLP tueortex shedding and buffeting would

allow such a parametric study.

6.2. Fatigue-Life Estimate from Full-Scale Data

Six specific strain channels for the given HMLP &esed to develop stress range histogram
based on the rain-flow cycle counting algorithmisTtistogram was used to estimate the fatigue
damage corresponding to each stress bin and tedpalimgren-Miner rule was used to estimate
the fatigue life. The fatigue life estimates frame full-scale data from six different strain gages
are given in Table 6-3. The fatigue life estimaitd4.0 years based on S10 data compares well

with 13.6 years estimated earlier but the valuesSfi? do not compare well.

Table 6-3. Fatigue life estimate correspondingatadrom different strain gages

Fatigue damage . : .

. Adjusted fatigue damag¢ Fatigue

Gage during 15 months of record Jduring 129months g Life (ygears)
Sl (at3in.) 0.0035 0.0031 327.6
S3 (at3in.) 0.0177 0.0156 64.1
S9 (at 3.75ft 0.1316 0.1159 8.6

near han-hall)

S10 (at 5.75ft) 0.0811 0.0714 14.0

S11(at3in. at 0.0210 0.0185 54.1

rounded corne

S12 (at 5.75ft) 0.0316 0.0278 36.0

! Data were recorded only during 92.4% of the tdtahtion of approximately 15 months
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7. SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

7.1. Summary

Recently, there have been a number of failuresighi¥ast Light Pole (HMLP) in the U.S. that
have been attributed as wind-induced fatigue. Widely accepted that there is considerable
uncertainty in the calculation of wind-induced lsazh HMLP in both the American Association
of State Highway and Transportation (AASHTO) anel @anadian Highway Bridge Design
Code (CAN/CSA) provisions; thus, the current pragedand equations used for wind-induced
fatigue design needed to be reevaluated and ppssiddified.

A luminary support structure or HMLP is generallysceptible to two primary types of
wind loading induced by natural wind gusts or btiriig and vortex shedding, both of which
excite the structure dynamically and can causguatdamage [7]. Vortex shedding alternatively
creates areas of negative pressures on eitheofsalstructure normal to the wind direction. This
causes the structure to oscillate transverse twite direction. While mathematical models to
predict response of two-dimensional sections framex shedding and buffeting in the frequency
domain exist, there is not a single model thatpradict a coupled response resulting from both
the phenomena for the full-range of wind speedstarmilence fields and that too for a three-
dimensional structure such as an HMLP. Since ttigufa life of a structure or its components
depend on the different number of stress cyclels eatresponding mean stress levels and stress
amplitudes that the structure experience durinfif@gme, the existing frequency-domain models
for calculating the response from aerodynamic laamgd not be used and so a time-domain
model for predicting the response was needed.

The primary objective of this research was to tigva procedure for predicting wind
loads in the time domain as induced by vortex simgdand buffeting. To accomplish this, a
three-pronged approach was used based on fieldtoniowgj of the long-term response of a HMLP
subjected to wind-induced vibration, wind tunneit$eof the HMLP cross section to extract its
aerodynamic properties and the developed analytrcaledure where all the information
obtained from the field and wind tunnel tests wesed as inputs in the coupled dynamic
equations of motion for predicting the wind-inducedponse and resulting stress of a HMLP.
The field monitoring was accomplished by full-scaleasurement of response of a HMLP
located near Mason City next to I-35. The wind tirtests on a section model of the HMLP
cross section (12-sided cylinder) were conductdatiérBill James Wind Tunnel in the WiST

Laboratory at lowa State University. Finally, trmupled dynamic model that was developed for
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predicting the wind-excited response was validaedomparing its simulation results with the
data collected from field monitoring for a givenndienvironment. Agreement between the
analytical predictions and field data was fountbeovery satisfactory. With further refinement of
some of the parameters used in the dynamic mdudepredictions can be improved even further.
Fatigue life of the given HMLP was estimated witintfier modeling of the wind speed
distribution and stress amplitudes predicted bytithe-domain model. The predicted fatigue life
of 13.6 years was compared with those calculatéul tive full-scale data and was found to
compare well. In this study, for the first timetime-domain coupled model of buffeting and
vortex-induced aeroelastic forces was developediaad to predict the response of an actual
structure whose response was already known. Tllg slso contributes to the procedure for
extraction of indicial functions that define theffeting forces and their actual forms in addition
to systematically finding other aerodynamic pararsebf a 12-sided cylinder. The model was
able to predict the vortex-induced response irsgemnd-mode of vibration as was frequently
observed in the field. The procedure and analytiwadel developed in this study can be used to
predict the wind-induced response and fatiguedifany HMLP located in any wind environment.

This procedure and model can be extended to olreder and free standing structures as well.

7.2. Conclusions
The following conclusions can be drawn based orctimeent work as presented in the
previous chapters:

* The highest stress ranges were caused by buffetiwind speeds above 20 mph.
Buffeting induced excitation was observed primairilyhe first mode of vibration of the
HMLP during the long-term monitoring. The maximutress range was measured as
12.4 ksi at an elevation of 5.75 ft during the ldagm monitoring.

* Even though a stress range above the constanttadefatigue limit (CAFL) of 2.6 ksi
(Category E’ [7]) was observed at high wind spestts predicted by the mathematical
model, its frequency of occurrence was small dutivegmonitoring period of 15 months
because the cumulative frequency of occurrenceiofl speeds above 20 mph was
below 5%. As a result, the fatigue life estimatimmsed on the statistical analysis of the
full-scale data showed minor contribution to them fatigue damage from buffeting.
Thus, buffeting was not a significant contributorfatigue damage of HMLP considered

in this study subjected to the given wind environtne
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Vortex shedding excitation was observed primarilyhie second mode of vibration of the
HMLP. This is contrary to that considered in the 3TO design code. The second-
mode vortex shedding vibration in the HMLP was frextly observed at low wind
speeds of 3-8 mph and was later verified with tla¢h@matical model. Third-mode
vortex shedding vibration was also observed ocoadipbut it was not found to be
stable enough to produce significant stressesoAlh the measured stress ranges due to
vortex shedding were lower than those caused bigting at higher wind speeds, the
maximum stress range due to the second-mode vetdding excitation was measured
to exceed the CAFL of 2.6 ksi that could potenjighuse fatigue. The accumulation of a
large number of fatigue cycles in second mode lofation due to vortex shedding
occurring at low wind speeds between 3 to 8 mphhha 44% probability of occurrence
was much higher than those caused by first modiga¢ion due to buffeting occurring
above 20 mph that has only about 4.5 % cumulatigbability of occurrence. Thus, it
appears that the second mode response should i@ in the design or vortex-
induced excitation of HMLPs.

For the across-wind response of the HMLP, it wass/eaient to separate the
aerodynamic force on the HMLP into self-excitedfféting and vortex shedding
components. The cross section of the HMLP consitleeze had negative aerodynamic
damping that reduces the inherent damping in teeesyat higher wind speeds to the
extent that the buffeting response could be sigaifi and “galloping” could occur.
Therefore, consideration of buffeting in the preseaf self-excited forces was deemed
necessary and important for this study. This shotlhatithis HMLP is vulnerable to
high-amplitude oscillations at much higher windexgee Earlier studies missed this fact.
The critical damping ratio in the second mode bfafion from the pluck test was found
to be lower (approximately 0.17%) than that infihe mode of vibration (approximately
0.6%) and much lower than the design value. Fagdatdesign due to vortex shedding,
AASHTO recommends using a damping ratio of 0.5%mwthe actual damping is
unknown; similarly the Canadian Bridge Code spesifh damping ratio of 0.75% when
experimentally determined values are unavailabtevéVver, these damping ratios used in
design codes appear to be not conservative bastiek @urrent study. Therefore, a
conservative value of damping ratio for the fatigiesign due to vortex shedding should

be less than 0.5% for poles that are of similaetgp considered here.
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» Vortex shedding vibration is likely a significarardributor to fatigue damage of HMLPs
based on the fatigue life estimation shown previousowever, buffeting and self-
excited forces could play a significant role intaer HMLPs and those located near
suburban and urban terrain or in not so well-betialienatic zones where winds can
exceed 20 mph more frequently. This can be verifigtie future with a parametric study
using the model developed here.

* The fatigue life of the HMLP considered here wasdizted as approximately 13.6 years
based on the stress at a specific location (atfb&1Bvation) and approximately 12.5
years based on the stress at the pole base, astpdday the time-domain coupled model
developed in this study and the various fatigueatiqos that considered non-zero mean
stresses occurring due to buffeting. However, & weentioned that the actual fatigue life
may be lower than 12.5 years due to the uncertairttye AASHTO stress category
detail (it could be different from E’ or fillet weéd tube-to-transverse plate connection as
considered here), material deficiency, temperatyotes, extreme wind conditions and

loading sequence.

7.3. Recommendations
Based on the results presented above, the folloreiogmmendations are made:

» Several aerodynamic parameters are significarpriedicting buffeting and vortex
shedding loads on a support structure: the stattefcoefficients and their slopes with
angle of attack, Strouhal number, the lock-in raofjeind velocities and amplitude of
vortex-induced vibration as a function of Scrutammer, aerodynamic admittance
functions or indicial functions, etc. These aerayit parameters for the 12-sided
cylindrical section shape were obtained from wimghiel testing and mathematical
modeling was formulated and its results compardl thie data collected from field
monitoring. The aerodynamic parameters for shagesr than that studied here are
required to fully develop buffeting and vortex-stewd) induced loads for various other
HMLPs and a parametric study with different struatyroperties and wind environment
would be useful to develop more accurate fatiguggieequations. The parametric study
should include structural properties such as hegitructure, taper ratio, cross-sectional
shape, structural damping ratio and mass per emgth, etc, and various wind
parameters such as wind terrains and wind clinzatnes. This parametric study would

be useful in determining the influence of eachhafsk variables and their critical values
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on the fatigue life of the HMLPs and similar sturets. The parametric study will
eventually help to improve the equation for stdtisign loads and the associated
procedure for fatigue design as given in the desagtes.

» Toincrease the fatigue life of all the HMLPs litkee one considered here, it is suggested
that this HMLP or Pole 1 be retrofitted like Polevartex suppression device such as
shroud or damping device could be also used tomitei the vortex induced vibration
that was found to be dominant in this study. Theetdomain coupled buffeting-vortex
shedding model as developed here would be use&yadluating any of these mitigation

measures.
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APPENDIX A. ALGORITHM TO SIMULATE THE ALONG-WIND RE SPONSE

o AJLb
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clear
N=0; %N=Number of repeat for different mean wind speeds
al=0;a2=0;a3=0;a4=0;%lnitial conditions
Al =0.06; A2 =0.183; A3 = 0.85; A4 = 1.309;%Derivative of indicial function for Drag
force
%A1 = 0.009; A2 = 0.012; A3 =0.069; A4 = 0.256;%Derivative of indicial function for lift
force
FF1=0;FF2=0;FF3=0;FF4=0; %FF1~FF4 = Time domain force for each mode
%U33=wind speed at 33 ft
for U33 = 5:10:55, % from 5 ft/s to 65 ft/s with step of 10 ft/s
N=N+1,
Begin=0; %sec
Step=0.1; %sec
End=60; %sec
Height=148; %Pole height in ft
Alpha=0.145; %Terrain factor
%Average Taper=0.005554617*12,;
Taperl = 0.005836 * 12; %'taper ratio in in./ft (Segment 1)
Taper2 = 0.005839 * 12; %'taper ratio in in./ft (Segment 2)
Taper3 = 0.00583 * 12; %'taper ratio in in./ft (Segment 3)
tl = 0.313/ 12; %'pole cross section thickness in ft for the fisrt one-third in ft
t2 =0.25/ 12 ;%'pole cross section thickness in ft for the second one-third in ft
t3 =0.219/ 12 ;%'pole cross section thickness in ft for the last one-third in ft
St=0.2;
Conc_Pad = 22/ 12; %ft=in./12
Modulus_Elasticity = 29000 ; %ksi
Dbl =28.5/ 12; %'base diameter in ft
Db2 = 22/ 12; %'base diameter in ft
Db3 = 15.49/ 12 ;%'base diameter in ft
Rho = 0.002378; %'air density in slug/ft*3
Zeta_ M1 = 0.0060; %'damping ratio for the first mode
Zeta M2 = 0.0017 ;%'damping ratio for the second mode
Zeta_M3 = 0.0027 ;%'damping ratio for the third mode
Zeta_M4 = 0.0030 ;%'damping ratio for the fourth mode
f1=0.305;
f2=1.294;
f3=3.333;
f4=6.396;
W1=2%*3.14159 * f1 ;% 'first mode circular frequency
W2 =2 *3.14159 * {2 ;% 'second mode circular frequency
W3 =2*3.14159 * {3 ;% 'third mode circular frequency
W4 =2 *3.14159 * f4 ;% 'fourth mode circular frequency
wdl=W1*(1- Zeta M1 " 2) ~0.5; %'first mode damped circular frequency
Wd2 =W2 * (1 - Zeta_M2 * 2) » 0.5; %'second mode damped circular frequency
Wd3 =W3* (1 - Zeta_ M3 2) ~ 0.5; %'third mode damped circular frequency
Wd4 =W4 * (1 - Zeta_M4 ~ 2) » 0.5; %'fourth mode damped circular frequency
Luminary=738.11/32.2; %mass unit (Ib-s"2/ft)
M_Dampingl=2*Zeta M1*W1;
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M_Damping2=2*Zeta M2*W2;
M_Damping3=2*Zeta_M3*W3;
M_Damping4=2*Zeta_M4*W4;
Z0=0.213;% in ft (6 cm)

Total_Nonlinear_dampingl_1=0; Total_Nonlinear_dampingl_2=0;
Total_Nonlinear_dampingl_3=0; Total_Nonlinear_dampingl 4=0;
Total_Nonlinear_damping2_1=0; Total_Nonlinear_damping2_2=0;
Total_Nonlinear_damping2_3=0; Total_Nonlinear_damping2_4=0;

Sum_Zeta_AC1 = 0; Sum_Zeta_AC2 = 0; Sum_Zeta_AC3 = 0; Sum_Zeta_AC4 = O;
Sum_Mn1l = 0; Sum_Mn2 = 0; Sum_Mn3 = 0; Sum_Mn4 = 0;Sum_Fnl = 0;Sum_Fn2 =
0;Sum_Fn3 = 0;Sum_Fn4 = 0;

Sum_q1 = 0;Sum_qg2 = 0;Sum_qg3 = 0;Sum_qg4 = 0;

Repeat=0;Integral=0;

%Read mode shape and fluctuating wind speed for the mean speed

%Users should follow the order listed here
[Ht,Model,Mode2,Mode3,Mode4,D1Model,D1Mode2,D1Mode3,D1Mode4,D2Model,D2
Mode2,D2Mode3,D2Mode4]=textread('MODAL1.txt"); if U33==5,
[WIND]=textread('05-X-Buffeting.txt");

end

if U33==15,

[WIND]=textread('15-X-Buffeting.txt");

end

if U33==25,

[WIND]=textread('25-X-Buffeting.txt");

end

if U33==35,

[WIND]=textread('35-X-Buffeting.txt");

end

if U33==45,

[WIND]=textread('45-X-Buffeting.txt");

end

if U33==55,

[WIND]=textread('55-X-Buffeting.txt");

end

Alpha=0.145; %Terrain factor
for Z = 1 : Height+1,
U(Z2)=U33*((Z+Conc_Pad-1)/33)"Alpha;%ignore Z0 due to the small value

if Z < 50;

D(Z) = (Dbl - 2 * Taperl * (Z-1) / 12) ;
Area(Z) = 6.43 * (D(2)/2 - t1/ 2) * t1;
1Z(Z2) =3.29 * (D(2)/2 - t1) ~ 3 * 11,
end

if Z>49.9;

D(Z) = (Db2 - 2 * Taper2 * (Z-50) / 12) ;
Area(Z) = 6.43 * (D(2)/2 -t2 ] 2) * t2;
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1Z(Z) = 3.29 * (D(2)/2 - t2) ~ 3 * 12;
end
if Z>99.9;
D(Z) = (Db3 - 2 * Taper3 * (Z-100) / 12) ;
1Z(Z) = 3.29 * (D(2)/2 - t3) ~ 3 * 13;
Area(Z) = 6.43 * (D(2)/2 - t3/ 2) * t3;
end
Mn1(Z) = 490 * Area(Z) / 32.2; %Mn:=mass per uinit length
Mn2(Z) = 490 * Area(Z2) / 32.2;
Mn3(Z) = 490 * Area(Z) / 32.2;
Mn4(Z) = 490 * Area(Z) / 32.2;
Sum_Mn1l = Sum_Mn1 + 490 * Area(Z) / 32.2 * (Model(2)) " 2;
Sum_Mn2 = Sum_Mn2 + 490 * Area(Z) / 32.2 * (Mode2(2)) " 2;
Sum_Mn3 = Sum_Mn3 + 490 * Area(Z) / 32.2 * (Mode3(2)) " 2;
Sum_Mn4 = Sum_Mn4 + 490 * Area(Z) / 32.2 * (Mode4(2)) " 2;

if Z == Height+1 ;

Mn1(Z) =490 * Area(Z) / 32.2 +Luminary;

Mn2(Z) = 490 * Area(Z) / 32.2 +Luminary;

Mn3(Z) = 490 * Area(Z) / 32.2 +Luminary;

Mn4(Z) =490 * Area(Z) / 32.2 +Luminary;
Sum_Mnl = Sum_Mnl + Luminary * (Model(2)) " 2;
Sum_Mn2 = Sum_Mn2 + Luminary * (Mode2(2)) " 2;
Sum_Mn3 = Sum_Mn3 + Luminary * (Mode3(2)) " 2;
Sum_Mn4 = Sum_Mn4 + Luminary * (Mode4(2)) " 2;

end

Scl(Z2)=Mnl(2Z2)*Zeta_M1/Rho/D(Z2)"2; %Sc=Scruton number
Sc2(Z2)=Mn2(Z2)*Zeta_M2/Rho/D(Z)"2;

Sc3(Z2)=Mn3(2)*Zeta_M3/Rho/D(2)"2;

Sc4(Z2)=Mn4(2)*Zeta_M4/Rho/D(2)"2;

Scl(Height+1)=Mn1(Z)*Zeta_M1/Rho/4.593"2; %luminray dimension = 1.4 m = 4.593 ft
Sc2(Height+1)=Mn2(Z)*Zeta_M2/Rho/4.593"2;
Sc3(Height+1)=Mn3(Z)*Zeta_M3/Rho/4.593"2;
Sc4(Height+1)=Mn4(Z)*Zeta_M4/Rho/4.593"2;

Re(Z) = U(Z) * D(Z) / (0.1615 * 10 ~ -3); %Re=Reynolds number
Cd(Z) = -3.3E-26 * Re(Z) 5 + 2.3274256E-20 * Re(Z) " 4 - 6.31112627957E-15 * Re(2)
N3+ 8.04878037539591E-10 * Re(Z) ~ 2 - 4.59627134326464E-05 * Re(Z) +
2.38465595656127;%fitted curve
if Re(Z)>2*10"5,
Cd(z) = 1.58;
end
Cl_Prime=-0.7*3.14159;
%calculate the aerodynamic damping (self-excited)
Zeta_AC1 =-Rho * D(Z) * Cd(Z) * U(2) * (Model(2)) " 2;
Sum_Zeta_AC1 = Sum_Zeta_AC1 + Zeta_AC],;
Zeta AC2 = -Rho * D(2Z) * Cd(Z) * U(Z) * (Mode2(2)) " 2;
Sum_Zeta AC2 = Sum_Zeta AC2 + Zeta_AC2;
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Zeta_ AC3 =-Rho * D(2Z) * Cd(Z) * U(Z) * (Mode3(2)) " 2;
Sum_Zeta_AC3 = Sum_Zeta_AC3 + Zeta_ACS;
Zeta_AC4 = -Rho * D(Z) * Cd(Z) * U(Z) * (Mode4(2)) " 2;
Sum_Zeta AC4 = Sum_Zeta AC4 + Zeta_AC4;

Nonlinear_dampingl_1(Z)=Rho*U(Z2)*D(Z2)*Cd(Z)*Model(Z)"2;
Total_Nonlinear_dampingl_1=Total_Nonlinear_dampingl_1+Nonlinear_dampingl 1(Z);
Nonlinear_dampingl 2(Z)=Rho*U(Z)*D(Z2)*Cd(Z)*Mode2(Z)"2;
Total_Nonlinear_dampingl_2=Total_Nonlinear_dampingl_2+Nonlinear_dampingl_2(Z);
Nonlinear_dampingl_3(Z)=Rho*U(Z)*D(Z2)*Cd(Z)*Mode3(2)"2;
Total_Nonlinear_dampingl_3=Total_Nonlinear_dampingl_3+Nonlinear_dampingl 3(Z);
Nonlinear_dampingl_4(Z)=Rho*U(Z2)*D(Z2)*Cd(Z)*Mode4(Z2)"2;
Total_Nonlinear_dampingl_4=Total_Nonlinear_dampingl_4+Nonlinear_dampingl_4(Z);

end %Z

%VIV damping

Final_Total _Nonlinear_dampingl 1=Total Nonlinear_dampingl 1/Sum_Mn1;
Final_Total_Nonlinear_dampingl_2=Total_Nonlinear_dampingl_2/Sum_Mn2;
Final_Total_Nonlinear_dampingl_3=Total_Nonlinear_dampingl_3/Sum_Mn3;
Final_Total _Nonlinear_dampingl_4=Total Nonlinear_dampingl_ 4/Sum_Mn4;

Final_Sum_Fn1=0;
Final_Sum_Fn2=0;
Final_Sum_Fn3=0;
Final_Sum_Fn4=0;
Repeat=0;

%%%%%%6%% %% %% % %% %% % %% %% %% % %% %% % %% %% % %% %% % %% %%
%need to calculate the integral by non-dimensioanl time s
Number=0;

for F = Begin:Step:End;

Number = Number + 1;

for E = 1:Height+1,

S=U(E) * F/ D(E);
for tau = 0:Step:F;

Sigma = tau * U(E) / D(E);
Adjust = U(E) / D(E) * Step / 2;

Indicial = -A1/ A2 * exp(-A2 * (S - Sigma + Adjust)) - A3/ A4 * exp(-A4 * (S - Sigma
+ Adjust)) + A1/ A2 * exp(-A2 * (S - Sigma - Adjust)) + A3/ A4 * exp(-A4 * (S - Sigma -
Adjust));

if tau == F,

Indicial = -A1/ A2 * exp(-A2 * (S - Sigma + Adjust)) - A3/ A4 * exp(-A4 * (S - Sigma
+ Adjust)) + A1/ A2 * exp(-A2 * (S - Sigma)) + A3/ A4 * exp(-A4 * (S - Sigma));

end

if tau ==0,
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if F > tau,
Indicial = A1/ A2 * exp(-A2 * (S - Sigma - Adjust)) + A3/ Ad * exp(-A4 * (S -
Sigma - Adjust)) - A1/ A2 * exp(-A2 * (S - Sigma)) - A3/ A4 * exp(-A4 * (S - Sigma));

end

end

Room=round(tau / Step);

Integral = Integral + WIND(Room + 2, E + 1) * Indicial;

end %tau

Fb(E) = Rho * U(E) * Cd(E)* D(E) * Integral,
%Fb(E)=0.5*Rho * U(E)*2 * Cd(E)* D(E) ;for mean
Integral = 0;

Fn1(E) = Model(E) * Fb(E);
Sum_Fnl =Sum_Fnl + Fnl(E);
Fn2(E) = Mode2(E) * Fb(E);
Sum_Fn2 = Sum_Fn2 + Fn2(E);
Fn3(E) = Mode3(E) * Fb(E);
Sum_Fn3 = Sum_Fn3 + Fn3(E);
Fn4(E) = Mode4(E) * Fb(E);
Sum_Fn4 = Sum_Fn4 + Fn4(E);
end %E
Room=round(F/Step);
Final_Sum_Fn1(1,Room+1) = Sum_Fn1/Sum_Mn1;
Final_Sum_Fn2(1,Room+1) = Sum_Fn2/Sum_Mn2;
Final_Sum_Fn3(1,Room+1) = Sum_Fn3/Sum_Mn3;
Final_Sum_Fn4(1,Room+1) = Sum_Fn4/Sum_Mn4;

Sum_Fnl =0;

Sum_Fn2 = 0;

Sum_Fn3=0;

Sum_Fn4 = 0;
end %F

%Solution for nonlinear VIV damping from SUB-PROGRAM
%FF1=0;FF2=0;FF3=0;FF4=0;

tspan = [Begin:Step:End]; % time 0 to 60 second with step of 0.25 second

gl _0 =[O0, Q]; %first mode initial general coordiate

g2_0 =10, 0]; %second mode initial general coordiate

g3_0 =[O0, 0]; %third mode initial general coordiate

g4_0 =0, 0]; %fourth mode initial general coordiate

[t,gl] = oded5(@X_Subprogram, tspan,
gl_0,[],M_Dampingl,Final_Total_Nonlinear_dampingl_1,W1,FF1,Final_Sum_Fn1);
[t,g2] = oded5(@X_Subprogram, tspan,
g2_0,[],M_Damping2,Final_Total_Nonlinear_dampingl 2 W2,FF2,Final_Sum_Fn2);
[t,q3] = oded5(@X_Subprogram, tspan,
g3_0,[],M_Damping3,Final_Total_Nonlinear_dampingl_3,W3,FF3,Final_Sum_Fn3);
[t,g4] = oded5(@X_Subprogram, tspan,

g4 _0,[],M_Damping4,Final_Total_Nonlinear_dampingl 4,W4,FF4,Final_Sum_Fn4);
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for L =1:Height+1,%Height+1,

%Sum_qgl=Sum_qgl+yl(end,1);Sum_qg2=Sum_qg2+y2(end,1);Sum_qg3=Sum_qg3+y3(end,
1);Sum_qg4=Sum_g4+y4(end,l);
X1 = Model(L) * q1(:,1);
X2 = Mode2(L) * g2(:,1);
X3 = Mode3(L) * q3(:,1);
X4 = Mode4(L) * q4(:,1);
%M=Elpi"q
M1 = Modulus_Elasticity * 1000 * 144 * |Z(L) * D2Model1(L) * q1(;,1);
M2 = Modulus_Elasticity * 1000 * 144 * 1Z(L) * D2Mode2(L) * 92(:,1);
M3 = Modulus_Elasticity * 1000 * 144 * 1Z(L) * D2Mode3(L) * q3(:,1);
M4 = Modulus_Elasticity * 1000 * 144 * |Z(L) * D2Mode4(L) * q4(:,1);
X = (X1 + X2 + X3 + X4); %ft
M= (M1 + M2 + M3 + M4); %lb-ft
if Z==5;
Stress=(D2Model1(L) * g1(;,1)+D2Mode2(L) * q2(:,1)+D2Mode3(L) *
g3(:,1)+D2Mode4(L) * q4(:,1))*29000* D(L)/2; %oksi
end
Str(Number,L) = M/ 1000/144/1Z(L) * D(L)/2; %ksi
end %L

figure(N)

plot(t,Stress(:,1))

SR

ANS(N,1)=U33;

ANS(N,2)=max(Stress)-min(Stress); %See Stress range
ANS(N,3)=mean(Stress); %See Mean Stress
ANS(N,4)=std(Stress); % See Standard deviation of stress
end %U33

ANS
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%Sub-Program for along-wind response

function dgldt =
X_Subprogram(t,q1,M_Dampingl,Final_Total_Nonlinear_dampingl_1,W1,FF1,Final_Su
m_Fnl)

FF1=Final_Sum_Fn1(1,round(t*10+1));

dgldt =[q1(2); -(M_Dampingl+Final_Total_Nonlinear_dampingl_1)*q1(2)-
ql(1)*W1"2+FF1];

function dg2dt =
X_Subprogram(t,q2,M_Damping2,Final_Total_Nonlinear_dampingl_2,W2,FF2,Final_Su
m_Fn2FF2=Final_Sum_Fn2(1,round(t*10+1));

dg2dt = [g2(2); -(M_Damping2+Final_Total_Nonlinear_dampingl_2)*q2(2)-
g2(1)*W2"2+FF2];

function dg3dt =
X_Subprogram(t,q3,M_Damping3,Final_Total_Nonlinear_dampingl_3,W3,FF3,Final_Su
m_Fn3)

FF3=Final_Sum_Fn3(1,round(t*10+1));

dg3dt =[q3(2); -(M_Damping3+Final_Total_Nonlinear_dampingl_3)*q3(2)-
g3(1)*W3"2+FF3];

function dg4dt =
X_Subprogram(t,q4,M_Damping4,Final_Total_Nonlinear_dampingl_4,W4,FF4,Final_Su
m_Fn4)

FF4=Final_Sum_Fn4(1,round(t*10+1));

dg4dt = [q4(2); -(M_Damping4+Final_Total_Nonlinear_dampingl_4)*q4(2)-
q4(1)*W4"2+FF4];
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APPENDIX B. ALGORITHM TO SIMULATE THE CROSS-WIND RE SPONSE

o AJLb

www.manharaa.com




148

clear
%U33=wind speed at 33 ft

N=0; %N=Number of repeat for different mean wind speed

al=0;a2=0;a3=0;a4=0;

%Initial conditions BUT if there is vortex-induced vibration, one needs to control the
initial condition

Al =0.009; A2 = 0.012; A3 = 0.069; A4 = 0.256;%Derivative of indicial function for lift
force

%A1 = 0.06; A2 =0.183; A3 = 0.85; A4 = 1.309;%Derivative of indicial function for lift
force

FF1=0;FF2=0;FF3=0;FF4=0; %FFi = Time doamin force for each mode

for U33 = 2.5:2.5:50, % from 5 ft/s to 50 ft/s with step of 2.5 ft/s

N=N+1,;
Begin=0;
Step=0.1,
End=60;

Height=148; %Pole height in ft

Alpha=0.145; %Terrain factor

%Average Taper=0.005554617*12;

Taperl = 0.005836 * 12; %'taper ratio in in./ft

Taper2 = 0.005839 * 12; %'taper ratio in in./ft

Taper3 = 0.00583 * 12; %'taper ratio in in./ft

tl = 0.313/ 12; %'pole cross section thickness in ft for the fisrt one-third in ft
t2 =0.25/ 12 ;%'pole cross section thickness in ft for the second one-third in ft
t3 =0.219/ 12 ;%'pole cross section thickness in ft for the last one-third in ft
St = 0.2;%Sthouhal number

Conc_Pad = 22/ 12; %ft=in./12

Modulus_Elasticity = 29000 ; %ksi

Dbl = 28.5/12; %'base diameter in ft

Db2 = 22/ 12; %'base diameter in ft

Db3 =15.49/ 12 ;%'base diameter in ft

Rho = 0.002378; %'air density in slug/ft*3

Zeta_ M1 = 0.0060; %'damping ratio for the first mode

Zeta M2 = 0.0017 ;%'damping ratio for the second mode

Zeta_M3 = 0.0027 ;%'damping ratio for the third mode

Zeta_M4 = 0.0030 ;%'damping ratio for the fourth mode

f1=0.305;%Natural frequency
f2=1.294;
f3=3.333;
f4=6.396;

W1=2*3.14159 * f1 ;% 'first mode circular frequency
W2 =2*3.14159 * f2 ;% 'second mode circular frequency
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W3 =2*3.14159 * {3 ;% 'third mode circular frequency

W4 = 2 * 3.14159 * 4 ;% ‘fourth mode circular frequency

wdl=W1*(1- Zeta M1 " 2) ~0.5; %'first mode damped circular frequency
Wd2 =W2 * (1 - Zeta_M2 * 2) ~ 0.5; %'second mode damped circular frequency
Wd3 =W3* (1 - Zeta_ M3 2) ~ 0.5; %'third mode damped circular frequency
Wd4 =W4 * (1 - Zeta_M4 ~ 2) » 0.5; %'fourth mode damped circular frequency
Luminary=738.11/32.2; %mass unit (Ib-s"2/ft)

M_Dampingl=2*Zeta M1*W1;

M_Damping2=2*Zeta_M2*W?2;

M_Damping3=2*Zeta_M3*W3;

M_Damping4=2*Zeta M4*W4;

Z0=0.213;% in ft (6 cm)

Total_Nonlinear_dampingl_1=0; Total_Nonlinear_dampingl 2=0;
Total_Nonlinear_dampingl_3=0; Total_Nonlinear_dampingl 4=0;
Total_Nonlinear_damping2_1=0; Total_Nonlinear_damping2_2=0;
Total_Nonlinear_damping2_3=0; Total_Nonlinear_damping2_4=0;

Sum_Zeta AC1 =0; Sum_Zeta AC2 =0; Sum_Zeta AC3 =0; Sum_Zeta AC4 = (;
Sum_Mn1 = 0; Sum_Mn2 = 0; Sum_Mn3 = 0; Sum_Mn4 = 0;Sum_Fnl = 0;Sum_Fn2 =
0;Sum_Fn3 = 0;Sum_Fn4 = 0;

Sum_ql =0;Sum_g2 = 0;Sum_qg3 = 0;Sum_qg4 = 0;

Repeat=0;Integral=0;

%Read mode shape and fluctuating wind speed for the mean speed
%Users should follow the order listed here
[Ht,Model,Mode2,Mode3,Mode4,D1Model,D1Mode2,D1Mode3,D1Mode4,D2Model,D2
Mode2,D2Mode3,D2Mode4]=textread('MODAL1.txt");
if U33==02.5,

[WIND]=textread('02.5-Y.txt');

end

if U33==05.0,

[WIND]=textread('05.0-Y.txt");

end

if U33==07.5,

[WIND]=textread('07.5-Y.txt");

end

if U33==10.0,

[WIND]=textread('10.0-Y.txt");

end

if U33==12.5,

[WIND]=textread('12.5-Y.txt");

end

if U33==15.0,

[WIND]=textread('15.0-Y.txt'");

end

if U33==17.5,

[WIND]=textread('17.5-Y.txt'");

end

if U33==19.2,
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[WIND]=textread('20.0-Y.txt");
end

if U33==22.5,
[WIND]=textread('22.5-Y.txt");
end

if U33==25.0,
[WIND]=textread('25.0-Y.txt");
end

if U33==27.5,
[WIND]=textread('27.5-Y.txt');
end

if U33==30.0,
[WIND]=textread('30.0-Y.txt'");
end

if U33==32.5,
[WIND]=textread('32.5-Y.txt');
end

if U33==35.0,
[WIND]=textread('35.0-Y.txt');
end

if U33==37.5,
[WIND]=textread('37.5-Y.txt");
end

if U33==40.0,
[WIND]=textread('40.0-Y.txt");
end

if U33==42.5,
[WIND]=textread('42.5-Y.txt");
end

if U33==45.0,
[WIND]=textread('45.0-Y.txt");
end

if U33==47.5,
[WIND]=textread('47.5-Y.txt");
end

if U33==50.0,
[WIND]=textread('50.0-Y.txt');
end

for Z =1 : Height+1,

U(2)=U33*((Z+Conc_Pad-1)/33)*Alpha;%ignore Z0 due to the small value

if Z < 50;

150

D(Z) = (Dbl - 2 * Taperl * (Z-1) / 12) ;
Area(Z) = 6.43 * (D(Z)/2 - t1/ 2) * t1;

1Z(Z) = 3.29 * (D(2)/2 - t1) A 3 * t1;

end
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if Z>49.9;
D(Z) = (Db2 - 2 * Taper2 * (Z-50) / 12) ;
Area(Z) = 6.43 * (D(2)/2 -t2 ] 2) * t2;
1Z(Z2) =3.29 * (D(2)/2 - t2) ~ 3 * t2;

end

if Z>99.9;
D(Z) = (Db3 - 2 * Taper3 * (Z-100) / 12) ;
1Z2(2) = 3.29 * (D(2)/2 - t3) ~ 3 * t3;
Area(Z) = 6.43 * (D(2)/2 - t3 ] 2) * t3;
end
Mn1(Z) = 490 * Area(Z2) / 32.2;
Mn2(Z) = 490 * Area(Z2) / 32.2;
Mn3(Z) = 490 * Area(Z) / 32.2;
Mn4(Z) = 490 * Area(Z) / 32.2;
Sum_Mn1l = Sum_Mn1 + 490 * Area(Z) / 32.2 * (Model(2)) " 2;
Sum_Mn2 = Sum_Mn2 + 490 * Area(Z) / 32.2 * (Mode2(2)) " 2;
Sum_Mn3 = Sum_Mn3 + 490 * Area(Z) / 32.2 * (Mode3(2)) " 2;
Sum_Mn4 = Sum_Mn4 + 490 * Area(Z) / 32.2 * (Mode4(2)) " 2;

if Z == Height+1 ;

Mn1(Z) =490 * Area(Z) / 32.2 +Luminary;

Mn2(Z) = 490 * Area(Z) / 32.2 +Luminary;

Mn3(Z) = 490 * Area(Z) / 32.2 +Luminary;

Mn4(Z) =490 * Area(Z) / 32.2 +Luminary;
Sum_Mn1l = Sum_Mn1 + Luminary * (Model(2)) " 2;
Sum_Mn2 = Sum_Mn2 + Luminary * (Mode2(2)) " 2;
Sum_Mn3 = Sum_Mn3 + Luminary * (Mode3(2)) " 2;
Sum_Mn4 = Sum_Mn4 + Luminary * (Mode4(2)) " 2;

end

Scl(Z2)=Mnl(Z)*Zeta_M1/Rho/D(2)"2;

Sc2(Z2)=Mn2(2)*Zeta_M2/Rho/D(2)"2;

Sc3(2)=Mn3(2)*Zeta_M3/Rho/D(2)"2;

Sc4(Z2)=Mn4(Z)*Zeta_M4/Rho/D(2)"2;
Scl(Height+1)=Mn1(Z)*Zeta_M1/Rho/4.593"2; %luminray dimension = 1.4 m
Sc2(Height+1)=Mn2(Z)*Zeta_M2/Rho/4.593"2;
Sc3(Height+1)=Mn3(Z)*Zeta_M3/Rho/4.593"2;
Sc4(Height+1)=Mn4(Z)*Zeta_M4/Rho/4.593"2;

Y1 1(Z2)=6.0523*Sc1(Z) + 0.4546; %for only 12-sided
Y1 2(Z)=6.0523*Sc2(Z) + 0.4546;
Y1 3(Z)=6.0523*Sc3(Z) + 0.4546;
Y1_4(Z)=6.0523*Sc4(Z) + 0.4546;

= 4.593 ft

E1(Z)=107(-0.02662*Sc1(Z)" + 0.25673*Sc1(Z)"3 - 1.05244*Sc1(Z)"2 + 2.82069*Sc1(2)

- 0.08741);%Polynominal equation (more accurate)
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E2(Z2)=107(-0.02662*Sc2(Z)"4 + 0.25673*Sc2(Z2)"3 - 1.05244*Sc2(Z2)"2 + 2.82069*Sc2(Z)
- 0.08741);

E3(Z2)=107(-0.02662*Sc3(Z)"4 + 0.25673*Sc3(2)"3 - 1.05244*Sc3(Z2)"2 + 2.82069*Sc3(Z)
- 0.08741);

E4(Z2)=10"(-0.02662*Sc4(Z)"4 + 0.25673*Sc4(Z2)"3 - 1.05244*Sc4(Z2)"2 + 2.82069*Sc4(Z)
- 0.08741);

%E1(Z2)=10"(1.0548*Sc1(Z) + 0.7679);%Linear equation (less accurate then polynominal
equation)

%E2(Z)=10"(1.0548*Sc2(Z) + 0.7679);

%E3(Z)=107(1.0548*Sc3(Z) + 0.7679);

%E4(Z)=10"(1.0548*Sc4(Z) + 0.7679);

Shedding_Frequency(Z)=St*U(Z)/D(2);
Re(Z) = U(Z) * D(Z) / (0.1615 * 10 ~ -3);
Cd(Z) =-3.3E-26 * Re(Z) "5 + 2.3274256E-20 * Re(Z) " 4 - 6.31112627957E-15 * Re(2)
N3+ 8.04878037539591E-10 * Re(Z) ~ 2 - 4.59627134326464E-05 * Re(Z) +
2.38465595656127;%fitted curve
if Re(Z)>2*10"5,
Cd(z2) = 1.58;
end
Cl_Prime=-0.7*3.14159;
Upper_range=1.4;%Lock-in region
Lower_range=1;
%calculate the aerodynamic damping (self-excited)
Zeta_AC1 =0.5*Rho * D(2) * (Cd(2) + Cl_Prime) * U(Z) * (Model(2)) * 2;
Sum_Zeta_AC1 = Sum_Zeta_AC1 + Zeta_AC],;
Zeta_AC2 = 0.5 * Rho * D(Z) * (Cd(2) + Cl_Prime) * U(Z) * (Mode2(2)) ~ 2;
Sum_Zeta AC2 = Sum_Zeta AC2 + Zeta_AC2;
Zeta_AC3 =0.5* Rho * D(Z) * (Cd(Z) + Cl_Prime) * U(Z) * (Mode3(2)) * 2;
Sum_Zeta_AC3 = Sum_Zeta_AC3 + Zeta_ACS;
Zeta_AC4 =0.5* Rho * D(2) * (Cd(2) + Cl_Prime) * U(Z) * (Mode4(2)) * 2;
Sum_Zeta AC4 = Sum_Zeta AC4 + Zeta_AC4;

if Shedding_Frequency(Z)>fl1*Lower_range & Shedding_Frequency(Z)<f1*Upper_range
& Re(Z)<3* 10" 5,
Nonlinear_dampingl_1(Z)=-0.5*Rho*U(Z2)*D(2)*Y1_1(Z)*Model(Z)"2;
Nonlinear_damping2_1(Z)=-0.5*Rho*U(Z)*D(Z)*Y1_1(Z)*(-
E1(Z)*Model(Z2)"2/D(Z)"2)*Model(Z)"2;
Total_Nonlinear_dampingl_1=Total_Nonlinear_damping1l_1+Nonlinear_dampingl_1(Z);
Total_Nonlinear_damping2_1=Total_Nonlinear_damping2_1+Nonlinear_damping2_1(Z);
end

Nonlinear_dampingl_1(Z)=0.5*Rho*U(Z2)*D(2)*(Cd(Z2)+Cl_Prime)*Model(2)"2;
Total_Nonlinear_dampingl_1=Total_Nonlinear_dampingl_1+Nonlinear_dampingl_1(Z);

if Shedding_Frequency(Z)>f2*Lower_range & Shedding_Frequency(Z)<f2*Upper_range
& Re(Z2)<3* 10" 5;
Nonlinear_dampingl_2(Z)=-0.5*Rho*U(Z2)*D(2)*Y1_2(Z)*Mode2(Z)"2;
Nonlinear_damping2_2(Z)=-0.5*Rho*U(Z)*D(Z)*Y1_2(Z)*(-
E2(Z)*Mode2(2)"2/D(Z2)"2)*Mode2(Z2)"2;
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Total_Nonlinear_dampingl_2=Total_Nonlinear_dampingl_2+Nonlinear_dampingl 2(Z);
Total_Nonlinear_damping2_2=Total_Nonlinear_damping2_2+Nonlinear_damping2_2(Z);
End

Nonlinear_dampingl_ 2(Z)=0.5*Rho*U(Z2)*D(2)*(Cd(Z2)+Cl_Prime)*Mode2(2)"2;
Total_Nonlinear_dampingl_2=Total_Nonlinear_dampingl_2+Nonlinear_dampingl 2(Z);

if Shedding_Frequency(Z)>f3*Lower_range & Shedding_Frequency(Z)<f3*Upper_range
& Re(Z)<3* 10" 5;
Nonlinear_dampingl_3(Z)=-0.5*Rho*U(Z)*D(Z)*Y1_3(Z)*Mode3(Z)"2;
Nonlinear_damping2_3(Z)=-0.5*Rho*U(Z)*D(Z)*Y1_3(Z)*(-
E3(Z)*Mode3(2)"2/D(Z)"2)*Mode3(Z2)"2;
Total_Nonlinear_dampingl_3=Total_Nonlinear_dampingl_3+Nonlinear_dampingl_3(Z);
Total_Nonlinear_damping2_3=Total_Nonlinear_damping2_3+Nonlinear_damping2_3(2);
end

Nonlinear_dampingl_3(Z)=0.5*Rho*U(Z)*D(2)*(Cd(Z2)+Cl_Prime)*Mode3(2)"2;
Total_Nonlinear_dampingl_3=Total_Nonlinear_damping1l_3+Nonlinear_dampingl_3(Z);

if Shedding_Frequency(Z)>f4*Lower_range & Shedding_Frequency(Z)<f4*Upper_range
& Re(Z2)<3* 10" 5;
Nonlinear_dampingl_4(Z)=-0.5*Rho*U(Z2)*D(2)*Y1_4(Z)*Mode4(Z2)"2;
Nonlinear_damping2_4(Z)=-0.5*Rho*U(Z2)*D(Z)*Y1_4(Z)*(-
E4(Z)*Mode4(Z2)"2/D(Z)"2)*Mode4(Z2)"2;
Total_Nonlinear_dampingl_4=Total_Nonlinear_dampingl_4+Nonlinear_dampingl_4(Z);
Total_Nonlinear_damping2_4=Total_Nonlinear_damping2_4+Nonlinear_damping2_4(Z);
end

Nonlinear_dampingl_4(Z)=0.5*Rho*U(Z2)*D(2)*(Cd(Z2)+Cl_Prime)*Mode4(2)"2;
Total_Nonlinear_dampingl_4=Total_Nonlinear_dampingl_4+Nonlinear_dampingl_4(Z);
end %Z

%VIV damping

Final_Total _Nonlinear_dampingl 1=Total Nonlinear_dampingl 1/Sum_Mn1;
Final_Total _Nonlinear_dampingl 2=Total Nonlinear_dampingl 2/Sum_Mn2;
Final_Total_Nonlinear_dampingl_3=Total_Nonlinear_dampingl_3/Sum_Mn3;
Final_Total _Nonlinear_dampingl 4=Total Nonlinear_dampingl 4/Sum_Mn4;

Final_Total_Nonlinear_damping2_1=Total_Nonlinear_damping2_1/Sum_Mn1;
Final_Total_Nonlinear_damping2_2=Total_Nonlinear_damping2_2/Sum_Mn2;
Final_Total _Nonlinear_damping2_3=Total_Nonlinear_damping2_3/Sum_Mn3;
Final_Total_Nonlinear_damping2_4=Total_Nonlinear_damping2_4/Sum_Mn4;

%Self-excited damping

Zeta_ Al = Sum_Zeta AC1/(2* (Sum_Mnl) * W1);

Zeta A2 = Sum_Zeta AC2/ (2 * (Sum_Mn2) * W2);

Zeta_A3 = Sum_Zeta_AC3/ (2 * (Sum_Mn3) * W3);

Zeta_A4 = Sum_Zeta_AC4 / (2 * (Sum_Mn4) * W4),

%total damping

Zetal = Zeta M1 + Zeta Al;

Zeta2 = Zeta M2 + Zeta AZ2;

Zeta3 = Zeta_M3 + Zeta_A3;

Zetad = Zeta_M4 + Zeta_ A4,
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Final_Sum_Fn1=0;
Final_Sum_Fn2=0;
Final_Sum_Fn3=0;
Final_Sum_Fn4=0;
Repeat=0;

%%%%%%%% %% %% % %% %% % %% %% %% % %% %% % %% %% %% % %% % %% %%
%need to calculate the integral by non-dimensioanl time s
Number=0;

for F = Begin:Step:End;

Number = Number + 1,

for E = 1:Height+1,

S=U(E) * F/ D(E);
for tau = 0:Step:F;

Sigma = tau * U(E) / D(E);
Adjust = U(E) / D(E) * Step / 2;

Indicial = -A1/ A2 * exp(-A2 * (S - Sigma + Adjust)) - A3/ A4 * exp(-A4 * (S - Sigma
+ Adjust)) + A1/ A2 * exp(-A2 * (S - Sigma - Adjust)) + A3/ A4 * exp(-A4 * (S - Sigma -
Adjust));

if tau == F,
Indicial = -A1/ A2 * exp(-A2 * (S - Sigma + Adjust)) - A3/ A4 * exp(-A4 * (S - Sigma
+ Adjust)) + A1/ A2 * exp(-A2 * (S - Sigma)) + A3/ A4 * exp(-A4 * (S - Sigma));
end
if tau ==0,
if F > tau,
Indicial = A1/ A2 * exp(-A2 * (S - Sigma - Adjust)) + A3/ A4 * exp(-A4 * (S -
Sigma - Adjust)) - A1/ A2 * exp(-A2 * (S - Sigma)) - A3/ A4 * exp(-A4 * (S - Sigma));
end
end
Room=round(tau / Step);
Integral = Integral + WIND(Room + 2, E + 1) * Indicial;
end %tau

Fb(E) =-0.5* Rho * U(E) * (Cd(E) + Cl_Prime)* D(E) * Integral;
Integral = 0;

Fnl(E) = Model(E) * Fb(E);
Sum_Fnl = Sum_Fnl + Fnl(E);
Fn2(E) = Mode2(E) * Fb(E);
Sum_Fn2 = Sum_Fn2 + Fn2(E);
Fn3(E) = Mode3(E) * Fb(E);
Sum_Fn3 = Sum_Fn3 + Fn3(E);
Fn4(E) = Mode4(E) * Fb(E);
Sum_Fn4 = Sum_Fn4 + Fn4(E);
end %E
Room=round(F/Step);
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Final_Sum_Fn1(1,Room+1) = Sum_Fn1/Sum_Mn1;
Final_Sum_Fn2(1,Room+1) = Sum_Fn2/Sum_Mn2;
Final_Sum_Fn3(1,Room+1) = Sum_Fn3/Sum_Mn3;
Final_Sum_Fn4(1,Room+1) = Sum_Fn4/Sum_Mn4;

Sum_Fnl =0;

Sum_Fn2 = 0;

Sum_Fn3=0;

Sum_Fn4 = 0;
end %F

%Solution for nonlinear VIV damping from SUB-PROGRAM
%FF1=0;FF2=0;FF3=0;FF4=0;

tspan = [Begin:Step:End]; % time 0 to 60 second with step of 0.25 second

yl 0 =[al, Q]; %first mode initial general coordiate

y2_0 =[a2, 0]; %second mode initial general coordiate

y3_0 =[a3, 0]; %third mode initial general coordiate

y4_0 =[a4, 0]; %fourth mode initial general coordiate

[t,yl] = oded5(@Subprograml, tspan,

y1l 0,[],M_Dampingl,Final_Total_Nonlinear_dampingl_1,Final_Total_Nonlinear_dampin
g2 1,W1,FF1,Final_Sum_Fnl);

[t,y2] = oded5(@ Subprogramz2, tspan,
y2_0,[],M_Damping2,Final_Total_Nonlinear_dampingl_2,Final_Total_Nonlinear_dampin
g2 2,W2,FF2,Final_Sum_Fn2);

[t,y3] = oded5(@Subprograma3, tspan,
y3_0,[],M_Damping3,Final_Total_Nonlinear_dampingl_3,Final_Total_Nonlinear_dampin
g2_3,W3,FF3,Final_Sum_Fn3);

[t,y4] = oded5(@ Subprogram4, tspan,
y4_0,[],M_Damping4,Final_Total_Nonlinear_dampingl_4,Final_Total_Nonlinear_dampin
g2_4,W4,FF4,Final_Sum_Fn4);

for L =1:Height+1,

%Sum_qgl=Sum_qgl+yl(end,1);Sum_qg2=Sum_qg2+y2(end,1);Sum_qg3=Sum_qg3+y3(end,
1);Sum_qg4=Sum_qg4+y4(end,l);
X1 = Model(L) *y1(:,1);
X2 = Mode2(L) *y2(:,1);
X3 = Mode3(L) * y3(:,1);
X4 = Mode4(L) * y4(:,1);
%M=Elpi"q
M1 = Modulus_Elasticity * 1000 * 144 * 1Z(L) * D2Model(L) * y1(:,1);
M2 = Modulus_Elasticity * 1000 * 144 * 1Z(L) * D2Mode2(L) * y2(:,1);
M3 = Modulus_Elasticity * 1000 * 144 * 1Z(L) * D2Mode3(L) * y3(:,1);
M4 = Modulus_Elasticity * 1000 * 144 * 1Z(L) * D2Mode4(L) * y4(:,1);
X = (X1 + X2 + X3 + X4); %ft
M= (M1 + M2 + M3 + M4); %lb-ft
if Z==5;% To compare stress at 5.75 ft
Stress=(D2Model1(L) * g1(;,1)+D2Mode2(L) * q2(:,1)+D2Mode3(L) *
g3(:,1)+D2Mode4(L) * g4(:,1))*29000* D(L)/2; Y%ksi
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end
Str(Number,L) = M / 1000/144/1Z(L) * D(L)/2; %ksi
end %L

al= max(yl(End/Step-2*round(1/f1/Step):End/Step));%Adjust initial condition
a2= max(y2(End/Step-2*round(1/f2/Step):End/Step));
a3= max(y3(End/Step-2*round(1/f3/Step):End/Step));
a4= max(y4(End/Step-2*round(1/f4/Step):End/Step));

figure(N);

plot(t,Stress(:,1)),xlabel('Time (sec)),ylabel('Stress (kis)");
SR;

ANS(N,1)=U33;

ANS(N,2)=max(Stress)-min(Stress); %See Stress range
ANS(N,3)=mean(Stress); %See Mean Stress
ANS(N,4)=std(Stress); % See Standard deviation of stress
end %U33

ANS
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%Sub-Program for cross wind response

function dyldt =

Subprograml(t,yl,M_Dampingl,Final_Total Nonlinear_dampingl_ 1,Final_Total_Nonlin
ear_damping2_1,W1,FF1,Final_Sum_Fnl)

FF1=Final_Sum_Fn1(1,round(t*10+1));

dyldt = [y1(2); -

(M_Dampingl+Final_Total_Nonlinear_dampingl 1+Final_Total Nonlinear_damping2_1
*y1(1)"2)*y1(2)-y1(1)*W1"2+FF1];

function dy2dt =

Subprogram?2(t,y2,M_Damping2,Final_Total Nonlinear_dampingl_2,Final_Total_Nonlin
ear_damping2_2,W2,FF2,Final_Sum_Fn2)

FF2=Final_Sum_Fn2(1,round(t*10+1));

dy2dt = [y2(2); -

(M_Damping2+Final_Total_Nonlinear_dampingl 2+Final_Total _Nonlinear_damping2_2
*y2(1)"2)*y2(2)-y2(1)*"W2"2+FF2];

function dy3dt =

Subprogram3(t,y3,M_Damping3,Final_Total Nonlinear_dampingl_3,Final_Total_Nonlin
ear_damping2_3,W3,FF3,Final_Sum_Fn3)

FF3=Final_Sum_Fn3(1,round(t*10+1));

dy3dt = [y3(2); -

(M_Damping3+Final_Total_Nonlinear_dampingl 3+Final_Total _Nonlinear_damping2_3
*y3(1)"2)*y3(2)-y3(1)*W3"2+FF3];

function dy4dt =

Subprogram4(t,y4,M_Damping4,Final_Total Nonlinear_dampingl_4,Final_Total_Nonlin
ear_damping2_4,W4,FF4,Final_Sum_Fn4)

FF4=Final_Sum_Fn4(1,round(t*10+1));

dy4dt = [y4(2); -

(M_Damping4+Final_Total_Nonlinear_dampingl 4+Final_Total Nonlinear_damping2_4
*y4(1)"2)*y4(2)-y4(1)*"W4Ar2+FF4];
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